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Summary

Although sunspots have been observed for centuries, we do not yet have a detailed

understanding of their structure and properties. This thesis considers a number of

approaches to modelling sunspots, and in particular the magnetoconvective processes

that take place within them. Particular emphasis is given to the penumbra, since little

is currently known theoretically about this region.

Our models will fall into two categories. The first category includes simplified, re-

duced models, covering the linear and weakly nonlinear regimes, while the second cate-

gory consists of full three-dimensional numerical simulations of compressible magneto-

convection.

We begin by constructing a simple linearized model of magnetoconvection in uniform

inclined fields. We then move on to the weakly nonlinear regime, where competition

between different patterns of convection can be investigated. Finally we extend the

model by allowing the angle of inclination of the field to vary with position. This

allows us to build up a reasonable reduced model of convection in a sunspot, showing a

transition between ‘umbra’ and ‘penumbra’; although this model has its limitations, it

serves to show how much can be achieved using a minimal approach, without needing a

detailed knowledge of the physics of sunspots.

The remainder of the thesis presents a number of three-dimensional simulations of

magnetoconvection. Our simulations were designed to illustrate how the pattern of

convection changes as the angle of inclination of the field is varied, with the aim of

investigating the patterns that might be expected within the penumbra. We begin

with simple simulations with uniform fields, and then move on to a model in which the

field ‘fans out’ with position, mimicking the situation in a sunspot. The results show

an interesting transition from hexagonal to more roll-like patterns, reminiscent of the

transition between umbra and penumbra found in real sunspots.
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Chapter 1

Introduction

The Sun is familiar to all of us, but what are perhaps less familiar are the dark spots

that sometimes appear on its surface (Figure 1.1). These ‘sunspots’ were first observed

telescopically by Galileo and others in the seventeenth century, but even today, many

of their properties remain unexplained.

Sunspots are created when strong magnetic fields, generated deep within the Sun,

rise up to the solar surface. The magnetic field partially inhibits the convection that is

normally found at the surface, and this weakened convection is less able to transport

heat into the sunspot, making it cooler, and hence darker, than its surroundings.

What is less well understood is the detailed nature of this ‘magnetoconvection’ that

is taking place within a sunspot. As we shall see in the following sections, sunspots

contain detailed fine structure which is ultimately the result of magnetoconvective pro-

cesses. The aim of this thesis is to try to better understand these processes by studying

magnetoconvection in various situations, beginning with simple models and working up

to more complex numerical simulations.

We will start by giving, in this chapter, a broad introduction to the subject of

sunspots, covering both observational and theoretical topics. We will then give a brief

summary of the remainder of the thesis, indicating how it relates to sunspots and to

some of the outstanding theoretical questions about them.

1.1 Internal structure of the Sun

Before describing sunspots, it may be helpful to give a quick outline of the structure of

the Sun itself. The Sun is a (more or less) spherical ball of gas, 696 000 km in radius,
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Figure 1.1: Full disc image of the Sun taken by the Swedish 1-m Solar

Telescope on 15 July 2002. Courtesy Royal Swedish Academy of Sciences.

Convective zone

Radiative zone

Core

Figure 1.2: Sketch of the internal structure of the Sun.
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composed mostly of hydrogen and helium. A cross-section is shown in Figure 1.2. At

the centre is the core, containing approximately the inner 25% (by radius), where the

density reaches values up to 150 times that of water, and the temperature reaches some

15 million degrees Kelvin. Under these extreme conditions, the nuclear fusion reactions

that generate the Sun’s energy can take place. Above the core, there is the radiative

zone (which technically also includes the core), where heat energy is transported towards

the surface by radiation, and the convective zone (including the outer 30% by radius),

where convection becomes the principal means of energy transport. This convection is

indeed observed at the solar surface, where it is known as ‘granulation’.

The interior of the Sun cannot be observed directly, of course (although helioseismol-

ogy can provide indirect measurements of the interior), and so the internal structure is

calculated using models. Indeed, models of stellar structure have been quite successful

in explaining the observed properties of the Sun and other stars. The basic idea in these

models is to assume that the star is in a static equilibrium state. There are then five

equations to be solved: one for mass continuity, one for hydrostatic force balance (the

pressure gradient must balance gravity), one for energy conservation (the net outward

heat flux must balance the energy generation from nuclear reactions), one for heat trans-

port (this gives the temperature gradient required to transport a given heat flux), and

finally an equation of state (relating the temperature, pressure and density of the gas).

These can be solved (together with appropriate boundary conditions) to determine the

internal structure of stars of various masses and compositions.

For the heat transport equation, one must consider the three different methods of

heat transfer: conduction, radiation and convection. For stars like the Sun, conduction

turns out to be negligible, so only the last two need to be considered. The equations

describing radiative heat transfer are well understood; convection, on the other hand, is

a highly nonlinear process and there is no simple formula relating the convective heat

flux to the temperature gradient in a compressible fluid. Therefore, convection is usually

approximated by a ‘mixing length’ formalism, where a fluid element is assumed to rise

adiabatically by a given length (the mixing length) before giving up its excess heat to

the surroundings. The mixing length itself is left as a free parameter, usually expressed

as a proportion of the local pressure scale height.

The solution of such models yields (for the Sun) the structure shown in Figure 1.2.

One can also use a similar approach to model subsurface structure in sunspots; the

mixing length theory for convection can be adapted (in a simple way) for magnetocon-
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vection, by taking a reduced mixing length parameter in order to model the reduced

convective efficiency. This will be discussed further in section 1.3.

1.2 Sunspot observations: past and present

The earliest recorded observations of sunspots go back to Chinese astrologers, who were

apparently observing them at least as early as the 11th century BC. The largest spots

would have been visible to them with the naked eye at sunrise or sunset, or reflected

on the surface of still waters. There are also various records of sunspot observations

in the Western world, apparently going back as far as the ancient Greeks. However,

Western religious and philosophical thinking dictated that the Sun was a celestial body,

and therefore perfect in every way, and spotless. Thus, the sunspot observations were

usually ignored or forgotten, and it was not until the invention of the telescope, in the

seventeenth century, that the existence of sunspots became widely acknowledged in the

West.

These first telescopic observations were made by Galileo, Christoph Scheiner, and

David and Johannes Fabricius, around 1610. (There is still apparently some controversy

as to who of these made the first observation.) One of Galileo’s sunspot drawings is

shown in Figure 1.3. Even from these early observations, it was clear that sunspots are

composed of two distinct regions: a dark central area and a lighter outer part. Today,

the inner region is known as the umbra (from the Latin for ‘shade’ or ‘shadow’), and

the outer area is called the penumbra (from Latin paene, ‘nearly’ or ‘almost’, + umbra).

Further progress was slow, in part because there followed, between the years of 1645

and 1715, a period of extremely low sunspot activity, which later became known as

the Maunder Minimum. The main discovery in the eighteenth century was that of the

Wilson depression, which refers to the fact that the visible surface of a sunspot is located

at a deeper vertical level in the Sun than the normal photosphere. It was detected by

Alexander Wilson in 1769 by careful observations of sunspots near the edge (limb) of

the solar disc.

When larger telescopes became available, in the nineteenth century, it became pos-

sible to observe fine details of umbral and penumbral structure. Telescope technology

has been improving continually since then and images of stunning detail are now being

obtained by instruments such as the Swedish 1-metre Solar Telescope, which came into

service in May 2002. Images obtained from this telescope are displayed in Figures 1.4

12



Figure 1.3: One of Galileo’s sunspot drawings, from 23 June 1613.
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Figure 1.4: An image taken by the Swedish 1-m Solar Telescope showing

a small regular sunspot. Note also the pores visible at the right-hand side.

Courtesy Royal Swedish Academy of Sciences.
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Figure 1.5: A close-up view of the sunspot group visible in Figure 1.1.

These sunspots have a more irregular structure.
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umbra

penumbra
B

Figure 1.6: A sketch of a cross-section through a typical sunspot.

and 1.5. Sunspots, with many small-scale structures and fine details, can be seen; we

will return to these fine structures in more detail in section 1.4. Note also the presence

of smaller dark patches, known as pores; these are similar phenomena to sunspots, but

they are smaller and they do not have penumbrae.

Our modern understanding of sunspots begins with George Ellery Hale’s discovery,

in 1908, that sunspots are associated with strong magnetic fields. He found this by

measuring the so-called Zeeman effect, the splitting of spectral lines by a magnetic field,

using an instrument that he himself invented, the spectroheliograph. In due course it

was realized that this magnetic field would inhibit convection, explaining why sunspots

are cooler and darker than the normal solar surface.

The magnetic field strength at the centre of a large sunspot might reach 0.3 tesla

(T).1 For comparison, the Earth’s magnetic field at the surface has a strength of about

5 × 10−5 T; the field strength of a typical bar magnet might be 0.01 T; a medical MRI

unit produces fields of about 1.5 T.
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1.3 Overall structure of sunspots

Sunspots of many different sizes are observed. The smallest have radii of 1800 km or so,

while very large spots can sometimes attain radii of 30000 km or more (Solanki, 2003).

However, all well-developed regular sunspots (such as the one shown in Figure 1.4) have

a similar structure, and so, at least in the case of the more regular, circular spots, we

can talk about the structure of a typical sunspot.

Figure 1.6 shows a rough sketch of a vertical slice through a sunspot. The basic

physical picture is that there is a vertical column of magnetic flux (indicated by the

orange and yellow regions) surrounded by the ordinary field-free solar plasma. The

orange region marks areas where the field remains near-vertical, which gives rise to the

umbra at the surface. In the yellow regions, the field has become significantly inclined

to the vertical, and it is these inclined fields that (somehow) allow the penumbra to

form.

Over the years, a number of models have been put forward to try to account for the

large-scale structure of sunspots.2 One of the first of these models was due to Schlüter

and Temesvàry (1958), and a great many have been developed since; an extensive review

is given in sections 4.4 to 4.8 of Solanki (2003).

To make the problem mathematically tractable, these models typically assume that

the spot is circular and axisymmetric; this is not true for real sunspots, at least on

small scales (e.g. the penumbra is considerably non-axisymmetric on fine scales), but

it is a reasonable assumption for modelling the large-scale overall structure. The other

main assumption made is that the sunspot is in equilibrium with its surroundings (both

mechanically and thermally). Again, this can be justified in an average sense, since

while real sunspots do have dynamic features, occurring on timescales of perhaps an

hour or so, the total lifetime of a spot is much longer than this (large spots can persist

for several months).

To describe the equilibrium state we basically need to ensure both a hydrostatic and

a thermal equilibrium. The equation for the hydrostatic force balance is

−∇p + ρg + j ∧ B = 0. (1.1)

The horizontal force balance in a sunspot is therefore between the gas pressure gradient,

which exerts an inward force (because the cool interior is at a lower pressure than the

1Magnetic field strengths are also commonly quoted in gauss (G); 1 G = 10−4 T.
2These models can also be used for pores, if the penumbra is omitted.

17



hot exterior), and the Lorentz force (j ∧ B), which is in an outward direction (this

can be thought of as a gradient of magnetic pressure B2/2µ0, with a higher magnetic

pressure inside the spot than outside). In the vertical direction, one must balance the

gas pressure gradient against gravity (as well as, possibly, Lorentz forces).

Equation 1.1, together with the equation of state, give three equations in the four

unknowns p, ρ, T and B. (Equation 1.1 counts as two equations because it has both

vertical and horizontal components; also B only really counts as one scalar unknown

because we have the additional constraint ∇·B = 0.) To close the system, an additional

condition must be added. The ‘proper’ way to do this is to include an energy equation,

describing the thermal equilibrium of the sunspot. However, in some models, a simpler

approach is taken, in which one simply prescribes the pressure (or some other variable) as

a function of depth. This produces a model which is not strictly in thermal equilibrium,

but this is not as bad as it sounds, since one can vary the assumed profile until a

reasonable match with observations is found.

Even from fairly simple models, it was realized early on (Schlüter and Temesvàry,

1958) that the energy flux through the umbra is too great to be provided by radiation

alone, and therefore convection must be occurring below the visible surface of the umbra.

In other words, the magnetic field of the umbra must inhibit convection only partially,

not completely.

1.3.1 The model of Jahn and Schmidt (1994)

We will now describe a recent model, that of Jahn and Schmidt (1994), as we can use it

to illustrate one or two points about sunspot structure. The model is shown in Figure

1.7.

The first thing we need to do is make some assumptions about the structure of the

magnetic field. Earlier models approached this by using a self-similarity method, but

this does not give a particularly good fit to observations. An alternative approach,

and the one used by Jahn and Schmidt (1994), is to assume that j = 0 everywhere

except on isolated current sheets. It is found that one current sheet enclosing the entire

sunspot is insufficient to model the penumbra; Jahn and Schmidt (1994) chose to take

two current sheets, an inner one separating the umbra from the penumbra, and an

outer one enclosing the entire structure. This approach produces a sharp distinction

between umbra and penumbra (as is observed) and allows the different energy transport

18



FpFu

Fsun

Fb Fsun

Fsunε

Figure 1.7: The axisymmetric sunspot model proposed by Jahn and

Schmidt (1994). The small black arrows indicate heat fluxes (per unit area).

The blue dashed lines indicate the position of current sheets within the model.

The yellow region indicates the extent of the penumbra, defined in this model

as the region where interchange convection, with associated lateral heat flux

of ǫFsun, takes place.
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and thermodynamic properties between the two to be described. It also avoids the

complexity of dealing with volume currents in the penumbra which would otherwise be

needed (e.g., Jahn 1989). (One criticism, however, is that it produces a sharp jump in

the magnetic field strength at the umbra-penumbra boundary, which is not observed.)

An energy equation is included (with convection being described by a mixing-length

theory, using a reduced mixing length in the umbra and penumbra in order to simulate

the reduced convective efficiency there). When solving this equation, boundary con-

ditions for the energy flux are needed. At the top we can simply match to observed

umbral and penumbral energy fluxes; there are also (more indirect) observations that

can help with the lateral boundary conditions. In particular, it is observed that the

brightness and surface temperature of the umbra both vary during the 11-year solar

cycle.3 This can only be explained if the umbra is thermally well insulated from its

surroundings. The penumbra shows a similar intensity variation, although with a much

lower amplitude, implying that significant heat flux is being transported from the quiet

Sun into the penumbra. This is usually interpreted as a convective process (sometimes

called ‘interchange convection’), with material (and thermal energy) being exchanged

between the penumbra and quiet Sun.

Therefore, Jahn and Schmidt (1994) assume that the flux tube comprising the

sunspot is completely thermally insulated from its surroundings, except for the inter-

change convection that is taking place in the penumbra. This penumbral convection is

modelled as a heat flux of ǫ times the normal solar heat flux, which is carried into the

penumbra from the external plasma. (It is found that values of ǫ between about 0.6 and

0.7 seem to be required in order to give plausible results.) This interchange convection

(and associated heat flux) extends down from the surface to a depth zbp; this depth

is computed as part of the model (so that the stratifications of umbra and penumbra

match), and it can be thought of as the bottom of the penumbra. Its value is typically

found to be about 4000 km in this model.

We see that any model for convection in sunspots would ultimately have to explain

how this behaviour for the heat flux arises. In particular, it should explain the dif-

ferences between convection in the umbra, in which the heat flux is channelled along

the field lines, with almost no mixing across the boundary of the flux tube, and in the

penumbra, where convective interchanges apparently do occur between the penumbra

and the external plasma, with a corresponding heat flux into the spot. (Notice also how

3The solar cycle is covered in section 1.6.4.
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these convective processes, which occur at small scales, have an impact on the overall

large-scale structure of the spot.)

1.3.2 Subsurface structure: ‘cluster’ and ‘monolith’ pictures

So far we have considered a sunspot to be a single homogeneous flux tube extending

downwards beneath the surface. In fact, this is a simplification, and the flux tube will

have more detailed structure than this. There are two competing theories as to what

the subsurface structure looks like: either a monolithic column of flux, or a cluster of

separate ‘mini’ flux tubes. (A discussion of the differences between the two models can

be found in section 4.3 of Solanki 2003.)

In the monolithic model, the sunspot consists of a single flux tube that remains a

coherent structure even down to great depths. The magnetic field within the tube is

strong enough to reduce the efficiency of convection, but not so strong as to suppress

it completely. In other words, magnetoconvection (as opposed to ordinary field-free

convection) occurs inside the flux tube, and this different type of convection is why the

heat flux is lower inside the flux tube than outside.

The alternative, cluster, model was first proposed by Parker (1979), who suggested

that the flux tube would be subject to the so-called fluting instability, which would

cause it to break up into a tight cluster of separate ‘mini flux tubes’ just below the solar

surface. The spaces in between these individual tubes would contain field-free plasma.

The field inside the individual tubes would be strong enough to completely suppress

convection, but within the field-free regions, convection would be able to take place as

normal. Thus, in this model the reduced convective efficiency is caused not by a different

form of convection, but simply by a reduced spatial filling factor.

The actual conditions for the fluting instability were set out by an earlier calculation,

due to Meyer et al. (1977); it was found that near the surface, the instability would be

suppressed by magnetic buoyancy processes, but deeper down, the fluting instability

could indeed take place. However, this calculation assumed a static equilibrium configu-

ration, while in reality, convection takes place both inside and outside the sunspot, and

this must be taken into account. The central question is therefore whether convection

would be able to stabilize the flux tube against fluting. This question remains to be

answered, but it has been suggested that the necessary effect could be provided by a

so-called ‘collar flow’, a supergranular-scale convection flow outside the sunspot. (See
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also section 1.5.4, below).

1.4 Fine structure in sunspots

We now move on from overall properties of sunspots, and turn to their fine structure.

Sunspots are now known to have considerable small-scale structure, in both the umbra

and the penumbra (cf. Figures 1.4 and 1.5). In addition, the magnetic field has been

found to have an extraordinary non-axisymmetric structure in the penumbra.

Further information about sunspots and their fine structure can be found in the

recent review articles by Thomas and Weiss (2004) and Solanki (2003).

1.4.1 Umbral fine structure

The main feature of note in the umbra is the presence of so-called umbral dots, the

first recorded observation of which was by Thiessen (1950). Umbral dots are small

bright features visible against the dark background, with temperatures typically about

1000 K hotter than the coolest part of the umbra. The latest observations (Sobotka

and Hanslmeier, 2005) appear to have spatially resolved most of the dots; their typical

diameter is found to be about 100 km. Umbral dots are also often observed to travel

radially towards the centre of the spot; this is particularly true of dots near the edge of

the umbra. The dots are generally interpreted to be convective features, since they are

warm compared to the umbral background and generally show upward motions.

Convection is not observed directly in the umbra, since there is a ‘radiative blanket’, a

stably stratified region near the surface in which heat is transported purely by radiation;

however, we know that convection must be taking place below this layer. The umbral

dots presumably represent particularly vigorous rising convective plumes, which are able

to penetrate through the radiative blanket and reach the surface. (The theory of umbral

magnetoconvection is discussed further in section 1.5.1.)

The pattern of umbral dots also seems to be better explained by the monolithic,

as opposed to the cluster, model (section 1.3.2). This is because a cluster of isolated

flux tubes, with convection in between, would be expected to produce a network of

bright lines rather than isolated bright points; on the other hand, magnetoconvection

(in a monolithic flux tube) seems to be able to explain the umbral dots as a pattern of

spatially modulated oscillations (see section 1.5.1).
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Another feature of umbrae worth mentioning is that they sometimes contain lanes of

bright material, crossing from one side to the other, which are known as light bridges.

These mark out ‘fissures’ in the umbra and generally contain weaker, more horizontal

magnetic fields than the rest of the umbra. In addition, there are also sometimes ‘dark

nuclei’, dark regions containing few if any umbral dots; these probably correspond to

regions of stronger magnetic field (cf. section 1.5.1).

1.4.2 Penumbral fine structure

The penumbra shows a very rich structure. The most prominent feature is the presence

of alternating light and dark filaments which extend (approximately) radially outwards

from the centre. Modern high resolution images show that the bright filaments are

themselves composed of separate ‘grains’, which are typically about 350 km wide (or

less), with lengths ranging from about 350 to 2500 km. The grains often show internal

structure with a few dark bands crossing them (Rouppe van der Voort et al., 2004). The

grains are also observed to move radially, with the motion being in an inward direction

within the inner 60% or so of the penumbra (by radius), and an outward direction in

the outer 40%, with typical speeds of about 500 m s−1. The inward-moving grains

sometimes penetrate into the umbra, where they become umbral dots.

The magnetic field in the penumbra has a curious ‘interlocking-comb’ structure,

in which the inclination of the field to the vertical varies significantly in the azimuthal

direction (see Figure 1.8). This variation appears also to be correlated with the intensity

variations between the bright and the dark penumbral filaments. The picture that we

have is as follows: in the bright filaments, the inclination to the vertical varies from

about 30◦ in the inner penumbra to about 60◦ at the outer edge; in the dark filaments,

the field is inclined at about 65◦ to the vertical in the inner penumbra, becoming nearly

horizontal at the outer edge of the spot. Indeed some of these field lines even reverse

direction and plunge back down beneath the surface.

The two families of field lines also differ in their larger-scale connectivity. It appears

that the more nearly horizontal fields (from the dark filaments) remain close to the

surface, whereas the more vertical component of the field (from the bright filaments)

extends high into the atmosphere, and can even extend many thousands of kilometres

across the Sun (Sams et al., 1992; Winebarger et al., 2001).

As far as the vertical structure goes, we know that the more horizontally-oriented
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Figure 1.8: Sketch showing the interlocking-comb structure of the magnetic

field of a sunspot penumbra (from Thomas and Weiss 2004). The brown

tubes represent the magnetic field lines, of which there are two families,

which coexist side by side: the field associated with the bright penumbral

filaments rises up into the solar atmosphere, and the field associated with the

dark penumbral filaments remains close to the solar surface or sometimes

dives down beneath it. The large vertical arrows represent the effect of

flux pumping (section 1.5.3) while the large curved arrow represents the

sunspot’s moat flow (section 1.6.3). Reprinted, with permission, from the

Annual Review of Astronomy and Astrophysics, Volume 42 c©2004 by Annual

Reviews, www.annualreviews.org.
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field lines do not extend far above the surface. It is less clear how deep down below the

surface these fields extend. They could be confined to isolated tubes, enclosed above

and below by the more vertical field component, or they could be more like thin vertical

slabs that are bounded above but extend downwards for a significant distance.

The observations of penumbral fine structure raise a number of important questions.

First of all, how is the extraordinary interlocking-comb magnetic structure formed, and

how is it maintained after its formation? Secondly, what is the origin of the observed

fine structures – both the bright and dark filaments themselves, and also the smaller-

scale details within them? Finally, why is the penumbra so different in appearance to

the umbra?

It is likely that the observed penumbral features are ultimately of a convective origin,

and therefore we should be able to answer these questions through studies of magne-

toconvection. However, at present, the physical processes involved are far from well

understood. (We will discuss some of the current theories below – see in particular sec-

tions 1.5.2 and 1.6.2.) In fact, the main aim of this thesis is to try to better understand

some of these convective processes (and, in the process, to begin to answer some of

the above questions), by starting from simple models and working our way up to more

complicated (and more sunspot-like) situations. (See section 1.7 below for more details.)

A final noteworthy feature of penumbral structure is the so-called Evershed flow,

discovered by John Evershed in 1909. This is a radial, near-horizontal outflow across

the penumbra, and appears to be confined to the dark penumbral filaments, containing

the near-horizontal fields. (This is consistent with our expectation from magnetohy-

drodynamics that the flow and magnetic field would tend to be aligned.) The flow is

generally interpreted to be a ‘siphon flow’ along the ‘returning’ magnetic flux tubes,

which dive back down below the solar surface near the outer boundary of the sunspot.

What is happening here is that there is a different magnetic field strength at each end

of the tube. At the inner footpoint, the field strength may be around 0.1 T (a typical

penumbral value). The outer footpoints of these tubes typically correspond to magnetic

features in the photosphere, with field strengths typically around 0.15 T. Therefore,

there is a higher magnetic pressure, and hence lower gas pressure, at the outer edge of

the tube, and this gas pressure difference drives the outflow along the tube.
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1.5 Magnetoconvection

The models of overall sunspot structure show that energy is transported through the

spot predominantly by convection, and the form taken by this magnetoconvection will

influence the appearance and structure of the sunspot. Indeed, the differences in ap-

pearance between the umbra and the penumbra must ultimately be caused by changes

in the pattern of magnetoconvection as the magnetic field becomes progressively more

inclined to the vertical. In order to better understand these changes it is necessary to

develop a theoretical understanding of magnetoconvection.

The study of magnetoconvection is an old subject; the linear theory for incompress-

ible magnetoconvection was described by Chandrasekhar (1961), and a review of linear

and weakly nonlinear work is given by Proctor and Weiss (1982). With the availability

of modern computers, more recent work has turned to three-dimensional simulations of

compressible convection, which can be used to investigate the nonlinear behaviour in a

variety of regimes.

These simulations are of two kinds. The first kind attempts to include details of all

relevant physics (e.g. radiative transfer and partial ionization effects) and to produce

results which are directly comparable with observations. These simulations require

large computing resources, and so the number of different cases that can be investigated

is limited, but such simulations have been quite successful in modelling certain solar

convective processes. For example, the muram code (Vögler et al., 2005) has been

used recently to produce simulations of umbral dots which compare favourably with

observations (Schüssler and Vögler, 2006).

A second approach is to simplify the physics and study more idealized models. This

allows individual physical processes to be separated and studied in isolation. This

kind of simulation also tends to require less computing power, so that many runs can

be performed, and the different types of behaviour (occurring for different parameter

values) can be catalogued and studied. A disadvantage is that quantitative comparisons

with observations are not possible; one can only gain a qualitative understanding.

In general, one wants to run the more idealized type of simulation first, in order to

gain a broad understanding of the physical processes involved, and then to follow up

with more realistic simulations in order to make comparisons with observations. In the

case of sunspot umbrae, realistic simulations are starting to be carried out (as mentioned

above), but for the penumbra, we are still at the stage of trying to gain a qualitative
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understanding of the physics. Therefore, in this thesis we will focus on the more idealized

kind of simulations (leaving out radiative transfer and so forth).

We now summarize some of the calculations of magnetoconvection that have been

carried out (of the more idealized kind), and explain their relevance to sunspots.

1.5.1 Simulations with vertical magnetic fields

The simplest form of magnetoconvection calculation considers a computational box con-

taining compressible fluid with an imposed uniform vertical magnetic field. The upper

and lower surfaces of the box are taken to be impermeable stress-free boundaries, with

an imposed temperature difference between the two (in order to drive convection). In

the horizontal directions, periodic boundary conditions are usually used (for reasons of

computational convenience).

Examples of this type of calculation include Weiss et al. (1990); Matthews et al.

(1995); Weiss et al. (1996); Tao et al. (1998); Rucklidge et al. (2000); Weiss et al.

(2002). The results vary depending on the imposed magnetic field strength. For very

strong fields, the Lorentz forces are strong enough to completely inhibit convection, and

the fluid remains motionless. As the field strength is reduced, we come first into the

strong field regime, in which convection takes the form of small-scale, steady, hexagonal

convection cells. As the field strength is reduced further, the convection becomes weakly

time-dependent, taking the form of spatially modulated oscillations, where adjacent

plumes alternately wax and wane in amplitude. For weaker field strengths still, we

enter a flux separation regime, where the magnetic field is separated from the convection.

There are regions with large-scale, field-free convection, from which the magnetic flux has

been expelled, and there are regions with strong fields and weak, small-scale convection.

Finally there is a weak field regime where the magnetic flux is confined to intermittent

regions of intense fields, with the rest of the domain being essentially field-free.

Calculations with a vertical magnetic field are applicable to the umbra of a sunspot

(particularly in the central region). The umbra appears to be in the regime where the

time-dependent spatially modulated oscillations are found; the umbral dots are then

interpreted as regions where a particularly vigorous oscillation has protruded through

the radiative blanket. In addition, the dark nuclei observed in some umbrae may be

examples of flux separation (Weiss et al., 2002).
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1.5.2 Magnetoconvection in inclined magnetic fields

Less attention has been given to the case of an inclined magnetic field (which would

be appropriate for the penumbra, or the outer regions of the umbra). Tilting the field

has two main effects. Firstly, the problem is no longer rotationally symmetric about

a vertical axis, and this can lead to travelling wave phenomena. Secondly, the actual

pattern of convection changes when the field is tilted. In a vertical field, hexagons

are found near the onset of convection (as mentioned above); as the field becomes

progressively more inclined, the hexagons become elongated along the direction of tilt,

and eventually give way to field-aligned rolls. This latter solution is the preferred one

in a horizontal magnetic field (Danielson, 1961).

Matthews et al. (1992) have looked at the linear theory for compressible convection

in tilted fields, as well as some simple nonlinear models, and they were the first to

point out that a tilted field would lead to travelling wave solutions. Hurlburt et al.

(1996) have carried out two-dimensional simulations with inclined fields, showing the

nonlinear development of these travelling rolls. Hurlburt et al. (2000) report some three-

dimensional simulation results, which appear to show a transition between cellular and

more roll-like patterns as the tilt of the field is increased; however, they describe only

a limited number of results, in small computational boxes, so it is perhaps difficult to

interpret what is happening.

In addition, Julien et al. (2000, 2003) have performed an asymptotic calculation of

this problem in the limit of very strong magnetic fields. They find a transition to a

new form of convection for nearly-horizontal fields, which may explain the differences

between the bright and dark filaments in sunspots. However, their work makes certain

assumptions and approximations and it is difficult to know if the result will still hold in

a more general calculation.

We also point out a calculation by Busse and Clever (1990), which studies the linear

instabilities of finite-amplitude convection rolls within tilted magnetic fields. Although

the paper is more focused on the laboratory rather than the astrophysical case (for

example, low magnetic Reynolds numbers are assumed throughout), some of the results

may still be applicable to astrophysical situations.
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1.5.3 Flux pumping

A recent calculation (Weiss et al., 2004; Thomas et al., 2002b) has demonstrated another

phenomenon that can occur in compressible magnetoconvection: flux pumping. In this

calculation, a layer of compressible fluid, with no magnetic field, is simulated until a

steady convecting state is reached. A thin layer of magnetic field is then inserted into

the centre of the box. This layer does not stay where it is, but is moved about by the

turbulent convection; the calculation shows that the magnetic field lines are transported

preferentially downwards. This process, known as flux pumping, is essentially caused

by the strong asymmetry in compressible convection: there are weak broad upflows but

very strong downflows.

The pumping is able to hold down the field lines even against their natural tendency

to rise via magnetic buoyancy. The calculations show that flux pumping is a robust

process, and it provides a possible explanation for how the returning flux tubes, observed

in the penumbra (see above), can remain submerged below the solar surface.

1.5.4 Simulations in cylindrical geometry

An alternative approach is to run simulations in cylindrical geometry. For modelling

the small-scale features, the geometry is probably not all that important, but to look at

the larger-scale structure of pores and sunspots, the cylindrical geometry may need to

be included.

The problem is simplified if one assumes axisymmetry, as was done by Hurlburt and

Rucklidge (2000) and Botha et al. (2006) (for example), so that only a two-dimensional

computation is required. They used a cylinder containing an initially vertical magnetic

field. Their results show that this field is quickly swept into a concentrated flux tube at

the centre of the cylinder – a form of flux separation. Convection is suppressed inside

the flux tube, while convective cells form towards the edge of the domain. The authors

suggest that their solution is a good representation of a pore, but the solution cannot

really be applied to sunspots, since their penumbrae are highly non-axisymmetric.

An interesting feature of the simulations is that they tend to produce inflows along

the surface just outside the flux tube. These flows could represent the ‘collar’ flow

that would be needed to stabilize the sunspot against the magnetic fluting instability.

Because the flow observed at the surface outside of sunspots is always outwards (the

so-called moat flow), the authors suggest that in sunspots, these collar flows would be
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hidden from view underneath the inclined outer edge of the flux tube.

The next step would be to extend these calculations to non-axisymmetric cylindrical

geometry. Preliminary non-axisymmetric calculations have been presented by Hurlburt

et al. (2000), which show that the axisymmetric ‘pore’ results can be unstable to non-

axisymmetric perturbations. This may be related to the formation of sunspots from

pores (which is discussed below).

1.6 Formation and decay of sunspots

So far we have considered sunspots as essentially static structures. We now move on to

describe the processes leading to their formation and eventual disappearance.

1.6.1 Emergence of magnetic fields at the solar surface

Sunspots are magnetic features, and so before we can explain the processes that lead to

the formation of a sunspot, we must first of all explain how magnetic fields reach the

solar surface at all.

The study of how astrophysical bodies generate magnetic fields is known as dynamo

theory. In the case of the Sun, magnetic fields are believed to be generated near the

base of the convection zone, where a combination of differential rotation and turbulent

convection allows large toroidal flux tubes to be generated.

These flux tubes may subsequently be subjected to instabilities driven by magnetic

buoyancy, which will cause part of the tube to start rising up through the convective

zone. The tube then becomes shredded and frayed by the turbulent convection, before

arriving at the surface. This explains the observation of bipolar active regions, which

are areas where small patches of magnetic field, of both polarities, start to emerge at

the solar surface, as illustrated in Figure 1.9. A large active region will typically be

composed of several of these rising flux tubes.

The emergence of the magnetic field is accompanied by the appearance of small pores,

located at the points where the flux tubes (or flux tube fragments) intersect the solar

surface. These pores then start to move towards each other and coalesce, forming larger

and larger pores. This coalescence is driven by magnetic buoyancy: as the individual

flux tube fragments continue to rise, they draw closer together, like the strings of a

bunch of balloons held in one hand.
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(b)

(a)

Figure 1.9: Sketches of a rising flux tube (after Figure 4 of Zwaan 1992).

(a) A magnetic flux tube near the base of the convection zone. Part of the

tube has started to rise towards the surface. The small arrows indicate the

magnetic field direction, while the larger open arrow indicates the motion

of the flux tube. (b) The flux tube has reached the surface. On the way

up, it has fragmented into several parts. Pores or sunspots will be observed

at the points where the fragments intersect the solar surface (the horizontal

line). The dashed lines show the magnetic fields that would be seen above

the surface. Note how this model naturally produces bipolar active regions

containing adjacent groups of sunspots with opposite magnetic polarities.
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1.6.2 Formation of the penumbra

Once the radius of a pore exceeds a certain critical value (approximately 2000 km,

according to Rucklidge et al. 1995), a penumbra appears, and the pore develops into a

sunspot. The formation of the penumbra is a very rapid event. The penumbra forms

sector by sector, with each sector being completed in less than twenty minutes (Leka

and Skumanich, 1998), and the whole process is over in under half a day (Zwaan, 1992).

Although the theoretical processes underlying penumbral formation remain largely

unknown at present, the observed formation of penumbral sectors, within a short dy-

namical timescale of 20 minutes or so, does suggest that the transition from a pore to

a sunspot is triggered by an instability of some sort. Models of pore structure indicate

that the corresponding flux tubes must fan out with height, and as the magnetic flux

contained in the pore increases, the radius of the flux tube correspondingly increases,

as does the angle of tilt of the magnetic field at the edge of the pore. It is conjectured

(Rucklidge et al., 1995) that once this angle exceeds a critical value, an instability sets

in which leads to the formation of a penumbra.

One possible candidate is the fluting instability, which we have already discussed

earlier in this chapter. The calculation of Meyer et al. (1977) showed that pores and

sunspots would be stabilized (at least near the surface) by magnetic buoyancy effects.

However, their calculation did not take account of convection, which in reality occurs

both inside and outside the pore; therefore, the possibility remains that pores may be

susceptible to a modified form of the fluting instability, driven by convection. The

conjecture is that such an instability does indeed exist – but only if the field at the

outer edge of the pore is sufficiently inclined to the vertical. This condition would be

met only once the pore exceeded a certain size, and the resulting instability would drive

the transition from a pore to a sunspot.

There are one or two illustrative calculations that demonstrate the possibility of

such an instability. In Cartesian geometry, Tildesley (2003b) has found a convectively

driven filamentary instability of a highly idealized configuration representing a pore.

The nonlinear development of this instability was investigated by Tildesley and Weiss

(2004) (see also Tildesley 2003a); it is found that a pattern of bright and dark filaments

develops, although these are much wider than the filaments observed in real sunspots.

In addition, Hurlburt et al. (2000) have performed a calculation in cylindrical geometry

showing that an axisymmetric pore-like configuration is unstable to non-axisymmetric
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perturbations, again leading to filamentary structure (although again the filaments are

rather wide compared with observations).

These calculations suggest that pores could develop convectively driven instabilities

at their outer edges. The nonlinear development of this instability has not yet been

calculated within a realistic pore model, but it is conjectured (Weiss et al., 2004) that the

instability would lead to fluting at the outer boundary, with some families of field lines

being displaced upwards, and some downwards. (Hence the term ‘convectively driven

fluting instability’.) Clearly, more realistic simulations, starting from more realistic pore

configurations, are needed to test this hypothesis.

It is further conjectured that once this mildly fluted structure develops, the depressed

field lines are then ‘grabbed’ by the turbulent convection outside the spot, and pulled

down even further, via the flux pumping process described above. This would help the

initial filamentary structure to develop into a full-blown penumbra, with its interlocking-

comb magnetic field, and would explain how the ‘returning’ flux in the penumbra can

form. It would also provide an explanation of why there is hysteresis between pores and

sunspots, since once the field lines in the dark filaments are submerged, it would become

more difficult to return them to the surface again.

1.6.3 Decay of sunspots

Sunspots have finite lifetimes, varying from hours to months depending on the size of

the spot (the larger spots tend to live longer). The decay of a sunspot begins as soon

as, or even before, the sunspot is fully formed. There are two main processes by which

sunspots decay: gradual decay, and fragmentation.

The gradual decay is marked by a continual reduction in the size of the sunspot and

the associated magnetic flux. Observationally, we see that a well-developed sunspot is

always surrounded by a so-called moat flow, which is essentially a supergranular con-

vection cell centred on the sunspot’s position. This leads to a radial outflow around the

periphery of the sunspot. Within this outflow are embedded so-called moving magnetic

features, small flux elements that move radially outwards from the spot. These appear

to represent portions of the sunspot’s magnetic flux that are slowly chipped away by

the convection currents in the moat, leading to the gradual decay of the spot.

Sometimes sunspots can also decay by fragmentation, whereby the spot suddenly

splits into several smaller components, the components then disappearing shortly after-
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DAILY SUNSPOT AREA AVERAGED OVER INDIVIDUAL SOLAR ROTATIONS

Figure 1.10: Butterfly diagrams showing (a) sunspot latitudes and (b)

total area of the Sun covered by sunspots as a function of time. Courtesy

NASA / David Hathaway.

wards. Often, the lines along which a sunspot splits are the same as the outlines of the

pores that came together to form the sunspot in the first place. These lines are also

often associated with light bridges.

1.6.4 The 11-year solar cycle

No description of sunspots would be complete without a mention of the 11-year solar

cycle. This refers to a cyclic variation both in the number of sunspots observed and in

the latitudes at which they appear. This is illustrated in Figure 1.10 which shows the

area of the solar surface covered by sunspots at various latitudes for the last century or

so. This is usually known as the ‘butterfly diagram’ (for obvious reasons). Note that

the cycle is not completely periodic; the amplitude is modulated from cycle to cycle.

There are also periods known as ‘grand minima’ where sunspot activity becomes weak

or non-existent; the most recent of these was the Maunder Minimum of c.1645–1715.

Because sunspots are a surface manifestation of magnetic fields that are actually

produced much deeper in the Sun, the sunspot cycle is an indication that the dynamo

processes that create these fields operate in a cyclic manner. The solar dynamo is not

yet fully understood, but it is widely believed that the Sun produces large amounts
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of toroidal magnetic flux near the base of the convective zone, where helioseismology

indicates that a strong shear layer exists. (A portion of this flux then rises to the

surface to create sunspots.) This toroidal magnetic flux is thought to migrate towards

the equator as a ‘dynamo wave’, resulting in the characteristic shape of the butterfly

diagram.

1.7 Outline of the thesis

So far, we have given a broad outline of the subject of sunspots, as well as trying to

point out some of the unanswered questions in the field. The area that remains most

puzzling is the penumbra, with its complex filamentary structure. We currently do not

understand the detailed nature of convection within the penumbra, nor do we know how

this convection gives rise to the pattern of bright and dark filaments observed at the

surface, together with the finer-scale structures found within these filaments. Related to

this is the question of why the convection within the penumbra takes on such a radically

different form from that within the umbra (as indicated by the difference in appearance

of the two regions and the sharp transition between them). In addition, we cannot yet

explain how the intricate penumbral structure comes about to begin with, nor how it is

maintained in the presence of magnetic buoyancy and other effects.

Clearly, in order to answer these questions, we will need to gain a better understand-

ing of magnetoconvection as it applies to sunspot-like magnetic field configurations. We

begin by looking at a simplified problem, that of a uniform magnetic field, inclined at a

fixed angle to the vertical. This should shed some light on the form taken by convection

in the different parts of a sunspot, where the angle of the field to the vertical varies from

nearly zero in the umbra, to 30–60◦ in the bright penumbral filaments, to 60–90◦ in the

dark penumbral filaments. In Chapter 2 we will investigate the linear stability theory

for a simplified model, which will clarify some of the symmetry effects and other aspects

of the problem. In Chapter 3 we develop these ideas into weakly nonlinear models, and

in the first part of Chapter 5, fully nonlinear numerical simulation results (using the full

compressible MHD equations) are presented.4

The second part of our work will be to look beyond uniform fields and to produce

models in which different parts of the sunspot (e.g. umbra and penumbra) are present

within the same model. We do this by setting up a simplified ‘sunspot-like’ magnetic

4A condensed version of Chapters 2 and 3 is given in Thompson (2005).

35



field at the beginning of the calculation, and then investigating the forms of convection

that arise within that field structure.5 The ultimate aim would be to produce a model

showing umbral and penumbral convection, intricate filamentary structure, and all of

the other details that are observed on the Sun.

Sadly, we have not been able to achieve this aim. However, our models do at least

show a clear difference between the umbral and penumbral forms of convection, as well

as a noticeable sharp transition between these two patterns. Thus, they do begin to

answer some of the questions posed above; they should also provide a useful starting

point for any future research into these problems. (The main feature missing from our

results is the interlocking-comb magnetic structure in the penumbra; it seems that more

detailed modelling techniques will be needed before this can be reproduced.) The models

themselves will be described in Chapter 4 (where a simplified approach based on the

Swift-Hohenberg equation is followed) and the second half of Chapter 5 (where the full

compressible MHD equations are again used).

5This pre-supposes the existence of such a field structure. In other words, we are not attempting

to address the question of how a sunspot’s field structure is created; we are instead merely trying to

understand the convective patterns that arise once such a structure has been formed.
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Chapter 2

Linear theory

2.1 Introduction

In this chapter, we will begin our investigations of magnetoconvection in tilted fields by

studying the linear stability theory for a simple model problem. Our philosophy will

be to create a simplified, idealized model rather than trying to include all the details

of the physics. This will allow us to learn something about the problem without over-

complicating the calculations or having to do time-consuming numerical simulations.

Once we understand the basics, we will then be in a position, in later chapters, to move

on to more complicated (and more realistic) models.

With this in mind, we will look at Boussinesq convection in a layer containing a

uniform inclined magnetic field. Unlike previous work (Matthews et al., 1992) we do not

consider fully compressible convection, although it will turn out that many of the features

of the compressible problem are captured in our model. We do, however, consider

fully three-dimensional solutions; the work of Matthews et al. (1992) was restricted to

two dimensions. This work will give us a rough idea what happens near the onset of

convection, and will provide a good starting point for the weakly nonlinear models of

the next chapter.

We will first of all, in section 2.2, describe in detail our problem and our method of

solving it. In section 2.3 we review what happens when the field is vertical, and in section

2.4 we show how symmetry arguments may be used to ascertain what happens when

the field is tilted. Finally, we present our results in section 2.5, and give conclusions in

section 2.6.
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Figure 2.1: Diagram showing the system under investigation.

2.2 Problem setup

The problem that we will investigate consists of an infinite horizontal plane layer of

Boussinesq fluid, heated from below, and permeated by an inclined magnetic field tilted

at an angle φ to the vertical. Refer to Figure 2.1.

The equations of motion for the layer, in non-dimensionalized form, are as follows:

the Navier–Stokes equation

1

σ

(

∂u

∂t
+ u · ∇u

)

= −∇Π +
d3

νκ̄
g − RTez + ζQB · ∇B + ∇2u, (2.1)

the temperature equation (where we assume that radiative transfer can be treated in

the diffusive approximation)

∂T

∂t
+ u · ∇T = ∇ · (κ̂∇T ), (2.2)

and the induction equation

∂B

∂t
+ u · ∇B = B · ∇u + ζ∇2B, (2.3)

together with

∇ · u = ∇ · B = 0, (2.4)

where u is the fluid velocity, B is the magnetic field, T is the temperature, and Π =

p+B2/2µ0 is the total pressure (gas pressure plus magnetic pressure). In these equations
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we have scaled all lengths by the layer depth d, times by the thermal diffusion timescale

d2/κ̄, magnetic fields by the imposed field strength B0, and temperatures by the imposed

temperature difference ∆T . This leaves the following dimensionless parameters: the

Rayleigh number R, the Chandrasekhar number Q, the Prandtl number σ and the ratio

ζ of magnetic to thermal diffusivity, given by

R =
αT∆Td3|g|

νκ̄
, Q =

B2
0d

2

µ0ρνη
, σ =

ν

κ̄
, ζ =

η

κ̄
. (2.5)

Here αT is the coefficient of thermal expansion, g is the acceleration due to gravity, ν is

the fluid viscosity, η the magnetic diffusivity, µ0 the permeability, and ρ the density. The

thermal diffusivity of the fluid is denoted by κ; the quantity κ̄ in the above equations

represents the value of κ at mid-layer (z = 1/2). Initially we will assume that κ is a

constant (so that κ = κ̄ everywhere), but later on we will allow for the possibility of a

varying thermal diffusivity with depth. In this case we write κ as

κ = κ̂(z)κ̄, (2.6)

where κ̂ is a dimensionless function of depth. (For consistency, κ̂ must satisfy κ̂(1/2) =

1.)

2.2.1 Boundary conditions

We must also specify boundary conditions for our layer. We will assume that our layer

is of infinite extent in the horizontal, so we only need to specify boundary conditions

for the top and bottom surfaces. We take these surfaces to be impenetrable and stress

free, so that

uz =
∂ux
∂z

=
∂uy
∂z

= 0 (2.7)

at z = 0 and at z = 1. We also take the temperature to be fixed at top and bottom,

which in the non-dimensional units adopted, reduces to

T = 0 at z = 0; T = 1 at z = 1. (2.8)

This leaves the question of what to do with the magnetic boundary conditions.

There are actually several plausible choices. The simplest would be to fix the angle of

the magnetic field at the top and bottom surfaces, so that

Bx = −Bz tanφ; By = 0 (2.9)
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on the boundary. However this is not physically realistic and can in some circumstances

lead to energy being injected into the system from the boundaries (N.Roxburgh, private

communication).

Instead, there are two physically motivated boundary conditions that we could use:

we could take the boundary to be either a perfect electrical insulator or a perfect elec-

trical conductor. The former is equivalent to matching to a potential field outside the

layer, while the latter is equivalent to ‘tying’ the field lines (and in 2D it is also equiv-

alent to holding the vector potential fixed at its initial value). We derive equations for

these conditions in Appendix A. Although still somewhat idealized, these conditions

are slightly more realistic than simply fixing the tilt angle.

For example, in the Sun we can to a first approximation assume that there is a

vacuum (or at least, a current-free region) above the surface, so it is reasonable to match

our solution onto a potential field above the top of the layer. We take the potential field

to be inclined at an angle φ as z → −∞ (which is how the inclination of the field is

controlled).

Below the layer, matching to a potential field is inappropriate. Instead, we take

a perfectly conducting lower boundary, which ‘ties’ the footpoints of the field lines in

place. (This seems reasonable if we think of the field in a sunspot as being anchored to

a flux tube which is deeply rooted near the base of the convection zone.)

2.2.2 Basic state and linearization

The equations given above have a trivial solution in which the fluid velocity is zero and

the magnetic field is uniform: B = B0 ≡ (− sinφ, 0, cosφ) in non-dimensional units.

The temperature profile is linear if κ is uniform; if κ varies with depth, it is instead

given by

T = T0(z) ≡ C

∫

1

κ̂
dz +D (2.10)

where C and D are constants of integration, chosen to ensure that the boundary condi-

tions (T = 0 at z = 0, T = 1 at z = 1) are satisfied.

We now wish to analyse the stability of this basic state. The problem is separable
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in x, y and t, so we introduce perturbations of the form

u = u′(z)eik·x+st + c.c. (2.11)

B = B0 + B′(z)eik·x+st + c.c. (2.12)

T = T0(z) + T ′(z)eik·x+st + c.c. (2.13)

Π = Π0 + Π′(z)eik·x+st + c.c. (2.14)

(where ‘c.c.’ stands for ‘complex conjugate’). The vector k is the wavevector of the

disturbance, which we also write in components as k = (kx, ky, 0).

Choosing the perturbations in this form essentially corresponds to considering one

Fourier mode at a time. (Obviously in linear theory different Fourier modes will just

superpose, so it is valid to consider them each individually.)

After linearizing in the perturbations, and writing the equations out in components,

the following eigenvalue problem for the growth rate s is obtained:

s

σ
u′x = −ikxΠ

′ + ζQ

(

−ikx sin φB′
x + cosφ

dB′
x

dz

)

− (k2
x + k2

y)u
′
x +

d2u′x
dz2

(2.15)

s

σ
u′y = −ikyΠ

′ + ζQ

(

−ikx sinφB′
y + cosφ

dB′
y

dz

)

− (k2
x + k2

y)u
′
y +

d2u′y
dz2

(2.16)

s

σ
u′z = −dΠ′

dz
+ ζQ

(

−ikx sin φB′
z + cosφ

dB′
z

dz

)

− (k2
x + k2

y)u
′
z +

d2u′z
dz2

− RT ′ (2.17)

sT ′ +
C

κ̂
u′z = −κ̂(k2

x + k2
y)T

′ + κ̂
d2T ′

dz2
+

dκ̂

dz

dT ′

dz
(2.18)

sB′
x = −ikx sinφu′x + cosφ

du′x
dz

− ζ(k2
x + k2

y)B
′
x + ζ

d2B′
x

dz2
(2.19)

sB′
y = −ikx sinφu′y + cosφ

du′y
dz

− ζ(k2
x + k2

y)B
′
y + ζ

d2B′
y

dz2
(2.20)

sB′
z = −ikx sinφu′z + cosφ

du′z
dz

− ζ(k2
x + k2

y)B
′
z + ζ

d2B′
z

dz2
(2.21)

ikxu
′
x + ikyu

′
y +

du′z
dz

= 0 (2.22)

ikxB
′
x + ikyB

′
y +

dB′
z

dz
= 0 (2.23)

subject to

u′z =
du′x
dz

=
du′y
dz

= T ′ = 0 (2.24)

at both top and bottom.
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If the fixed-angle boundary condition is being used for the magnetic field, then the

relevant linearized boundary condition is

B′
x = −B′

z tanφ (2.25)

B′
y = 0, (2.26)

to be applied at z = 0 and z = 1.

The potential field boundary condition (at z = 0) is

B′
x =

ikx
√

k2
x + k2

y

B′
z (2.27)

B′
y =

iky
√

k2
x + k2

y

B′
z. (2.28)

The (linearized) tied field boundary condition (at z = 1) is

ζ
dB′

x

dz
+ u′x cosφ− ζ ikxB

′
z = 0 (2.29)

ζ
dB′

y

dz
+ u′y cos φ− ζ ikyB

′
z = 0 (2.30)

These equations were solved numerically using the program nrk, an implementation

of the Newton-Raphson-Kantorovich method for solving boundary value problems (Cash

and Moore, 1980). The eigenvalue s can be found in terms of the various parameters.

Alternatively the critical Rayleigh number Rc for the onset of instability (at which

Re s = 0) can be calculated.

2.3 The vertical field case

Before moving on to inclined fields, it is important to understand the case of a vertical

field. Here, the layer is isotropic (that is to say, there is rotational symmetry about the

z-axis), so without loss of generality we can consider only the two-dimensional problem,

taking ky = 0. (We also take kx to be positive, again without loss of generality.) The

isotropy implies a symmetry between leftward- and rightward-travelling waves, which

means that the eigenvalues s will always be either purely real (representing steady

convection), or come in complex conjugate pairs (representing waves travelling in either

direction).

In the Boussinesq case, this problem has been investigated by Chandrasekhar (1961)

and Proctor and Weiss (1982). There are two qualitatively different types of behaviour,
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Figure 2.2: The paths of the eigenvalues through the complex plane as R

is varied, when the field is vertical. (a) Oscillatory case (small ζ); (b) steady

case (large ζ). (After Proctor and Weiss 1982, figure 6.)

depending on ζ . The first is the ‘oscillatory’ case which occurs for ζ < 1 and Q suffi-

ciently large. The second type of behaviour is the ‘steady’ case and this occurs when

ζ ≥ 1 or when Q is small enough.

Note that these conditions apply for uniform κ; when κ is non-uniform, there is a

slight complication, since the ratio η/κ is now effectively a function of depth. The cut-off

between the two types of behaviour will no longer be exactly at ζ = 1; however, we can

still say that the oscillatory case occurs for ζ small enough, and the steady case occurs

for ζ large enough.

Figure 2.2 shows how the eigenvalues s move through the complex plane as R is

increased, in both the oscillatory and steady cases. Note that Re s corresponds to the

growth rate (positive indicating instability), while Im s gives the oscillation frequency

of the mode. Since we are taking kx to be positive, we have that Im s < 0 represents a

rightward-travelling wave, Im s > 0 represents a leftward-travelling wave, and Im s = 0

indicates a steady mode.

Figure 2.2(a) shows the oscillatory case; various special Rayleigh numbers are marked.

R = R(o) corresponds to a Hopf bifurcation, where the static state loses stability to oscil-

latory convection. R = R(i) represents a transition from oscillatory to steady convection.

R = R(e) is where one of the eigenvalues becomes negative again, but this has no physical

significance since we are still unstable to the other (positive) eigenvalue.

43



The steady case is illustrated in Figure 2.2(b). There is now a bifurcation to steady

convection at R = R(e), and this time it is R(i) that has no physical significance. Note

that the eigenvalues in the right half-plane never leave the real axis, so there is no

instability to travelling waves this time.

2.4 Symmetry considerations for inclined fields

We can gain some insight into the inclined field case (φ > 0) by considering the sym-

metries involved. One important symmetry has already been mentioned, and that is

the rotational symmetry present when the field is vertical. When the field is inclined,

this symmetry will be broken, and rolls of different orientations will have different prop-

erties. We can no longer take ky = 0 and must instead consider the wavenumber to

be a two-dimensional vector. Nevertheless, it will be helpful to first consider the ‘two-

dimensional’ case (with ky = 0), in order to explain the various ideas in a simpler setting,

before moving on to fully three-dimensional solutions.

2.4.1 General considerations in the two-dimensional case (ky =

0)

Here, we have seen that the isotropy (present for vertical fields) manifests itself as

a symmetry between left- and right-going waves, meaning that the eigenvalues come

in complex conjugate pairs. When the field is tilted, one would expect this left-right

symmetry to be broken. However, for Boussinesq convection this is not the case; this is

because there is actually an extra symmetry in the problem.

This extra symmetry is an up-down reflection symmetry, inherent in the Boussinesq

equations. In our problem, we need to clarify what this means; we are not talking about

a simple reflection z → −z, since this would reverse the tilt of the field lines. Instead

there is a symmetry π consisting of a reflection in the mid-plane (z → −z) followed by

another reflection in the y–z plane (x → −x). (π is equivalent to a 180◦ rotation, in

effect turning the layer ‘upside-down’.)

This symmetry transforms a left-going wave into a right-going wave, and vice versa.

In other words, the presence of an up-down symmetry also implies that there is a sym-

metry between left-going and right-going waves, even when the field is tilted.

Contrast this to compressible convection, in which there is no up-down symmetry,
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Figure 2.3: Perturbations to Figure 2.2(a) after breaking the left-right

symmetry. (a) The general case. (b) The case where the up-down symmetry

is broken only by a change in the magnetic boundary conditions between top

and bottom; in this case, the curve must pass through the origin.

and therefore tilting the field would break the symmetry between left-going and right-

going waves. Since we are trying to model sunspots, where compressibility is important,

it is clearly unsatisfactory that the left-right symmetry is not broken in our model.

We are therefore motivated to look for ways in which this symmetry can be broken

within our Boussinesq model. First of all, note that one way of achieving this would

be to choose different boundary conditions at the top and bottom boundaries. In fact,

we have already suggested that an appropriate choice of magnetic boundary conditions

would be to use an insulating upper boundary, but a conducting lower boundary. This

in itself should be sufficient to break the up-down symmetry.

We will see later on, however, that the approach of breaking the symmetry purely by

changing the magnetic boundary conditions is not entirely satisfactory. An alternative

method is to allow the thermal diffusivity κ to vary with depth – a possibility that we

allowed for when we formulated the equations. This approach allows us to break the

symmetry in a somewhat more fundamental way than simply by tweaking the boundary

conditions.

We now turn to the changes that we would expect to see in Figure 2.2 when the field

is tilted (assuming that the up-down symmetry in the problem has indeed been broken).

The main change is that we would expect either left-going waves to be preferred over

right-going ones, or vice versa (we cannot say in advance which way around it will be).
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We now consider how this works in more detail, starting with the oscillatory case (low

ζ) and then moving on to the steady case (high ζ).

2.4.2 The oscillatory case (small ζ)

Here, we wish to describe how Figure 2.2(a), which applies to oscillatory convection

when φ = 0, will change when φ is increased above zero. Here we are considering

the case where the left-right symmetry has been broken (as discussed above); suppose

that it is the left-going waves that are preferred. This would shift the top half of the

diagram (representing left-going waves) to the right (i.e. becoming more unstable), while

the bottom half would be shifted to the left. Thus, we might expect to see a picture

something like Figure 2.3(a). (The other possibility, in which right-going waves are

preferred, would correspond to a reflection of this figure about the real axis.)

For this result, however, it is important to consider how the symmetry π was broken.

If this was done solely by changing the magnetic boundary conditions at top and bottom,

then we must consider a result of Roberts (1967, p.200), who has shown that when

s = 0, the magnetic boundary conditions actually have no effect on the problem. That

is, if s = 0 at R = R(e) for the symmetric problem, then s will still be zero, at the

same Rayleigh number, when the magnetic boundary conditions are changed. This is

equivalent to saying that the locus of our eigenvalues must still pass through the origin,

at the same value of R – although there is nothing to stop it from being perturbed from

its original path elsewhere (where s 6= 0). Figure 2.3(b) shows the revised picture.

Note that Roberts (1967) only derives this result for the two-dimensional case, but

it is a simple matter to extend it to the three-dimensional case (i.e. when ky 6= 0).

Following Proctor and Weiss (1982), section 5, we can write the linearized equations

in a poloidal-toroidal form. First of all, take the curl of the momentum and induction

equations to obtain:

1

σ

∂ω

∂t
= −R(∇T ′) ∧ ez + ζQB0 · ∇j ′ + ∇2ω (2.31)

∂j ′

∂t
= B0 · ∇ω + ζ∇2j ′ (2.32)

where ω = ∇ ∧ u and j ′ = ∇∧ B′.

The z-components of (2.31) and (2.32) decouple, giving a pair of equations for ωz
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and j′z, as follows:

1

σ

∂ωz
∂t

= ζQB0 · ∇j′z + ∇2ωz (2.33)

∂j′z
∂t

= B0 · ∇ωz + ζ∇2j′z . (2.34)

(2.33) and (2.34) are the equations for damped Alfvén waves travelling along the B0

direction. Since there is no driving term, the solutions will decay exponentially and j′z

and ωz may be set to zero.

Because ∇·u = ∇·B′ = 0, we can now introduce a poloidal-toroidal representation

for both u and B′. In fact, since ωz and j′z are both zero, it follows that the toroidal

component will be zero and that u and B′ will both be purely poloidal. We write them

as

u = ∇ ∧ (∇∧ (Fez)) (2.35)

B′ = ∇ ∧ (∇∧ (Hez)). (2.36)

We can then rewrite the linearized momentum, temperature and induction equations in

terms of F and H :

1

σ

∂

∂t
(∇2F ) = RT ′ + ζQ(B0 · ∇)∇2H + ∇4F (2.37)

∂T ′

∂t
− (∇2

HF )

(

∂T ′

∂z

)

=
dκ̂

dz

dT0

dz
+ κ̂∇2T ′ (2.38)

∂H

∂t
= B0 · ∇F + ζ∇2H. (2.39)

Note that (2.37) couples to (2.39) only through ∇2H , while (2.38) does not contain H

at all. If we look for steady solutions (in which ∂/∂t ≡ 0), we have from (2.39) that

∇2H = −1

ζ
B0 · ∇F (2.40)

and we can substitute this into (2.37). Note that (2.37) and (2.38) now decouple com-

pletely from (2.39). We can solve the former for the temperature and velocity eigenfunc-

tions, independently of the magnetic boundary conditions, thus obtaining our critical

Rayleigh number R (when s = 0); we can then substitute these solutions into (2.39)

and find the magnetic field separately. Therefore, we have proved the above claim that

when s = 0, the magnetic boundary conditions do not influence the value of the critical

Rayleigh number.
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Figure 2.4: Definitions of ‘parallel’, ‘perpendicular’ and ‘oblique’ rolls. The

cylinders in this picture represent the convection rolls. The magnetic field

(which is not drawn) lies in the x-z plane.

The three-dimensional case (ky 6= 0)

We now move on to the general case where ky can be non-zero. To make things clearer

we will introduce an angle α describing the orientation of the wavevector k with respect

to the x-axis, defined as follows:

kx = k cosα, ky = k sinα. (2.41)

The case α = 0 (corresponding to the two-dimensional problem) will be called the

‘perpendicular’ case (since the roll axes are perpendicular to the plane of the tilt), and

α = 90◦ will be referred to as the ‘parallel’ case. There are also ‘oblique’ rolls (with

0◦ < α < 90◦). These possibilities are illustrated in Figure 2.4.

Rolls of each of these types will have different properties, because of the anisotropy

(if φ > 0). As was shown by Matthews et al. (1992), when φ is small these modes can

be analysed using simple symmetry arguments. We imagine that, for given parameters,

we have calculated the critical Rayleigh numbers (minimized over wavenumber) for a

vertical field, and we then consider what happens as φ is perturbed slightly from zero.

In the case of parallel rolls, the resulting perturbation to Rc is constrained by sym-

metry. There are two travelling parallel roll modes – one travelling in the positive y

direction, the other in the negative y direction – but both of these are equivalent, in the

sense that they are related by the y → −y reflection symmetry, and therefore they both

have the same critical Rayleigh number. Moreover, a parallel roll mode is unchanged by
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a reflection x → −x (which changes the sign of φ). This implies that ∆Rc for parallel

rolls is an even function of φ; and for small φ, it will (generically) be proportional to φ2

at leading order.

Now consider the perpendicular rolls, which are essentially the same as the two-

dimensional solutions discussed above. Assuming that we have found a way to break the

up-down symmetry in our layer, then, as explained above, there is asymmetry between

left- and right-going waves. Therefore, the perturbation to Rc will not be an even

function of φ; it will instead be proportional to φ at leading order.

Therefore, we expect the two-dimensional perpendicular mode to be preferred for

small φ, but for larger φ the parallel rolls ‘overtake’ and become the preferred mode.

Turning to the oblique rolls, we can examine these by using the following simple

model equation (from Matthews et al., 1992):

∆Rc = ±φB cosα− φ2C sin2 α, (2.42)

where ∆Rc represents the perturbation to the critical Rayleigh number (for small φ).

This is effectively a way of combining the effects on the parallel and perpendicular rolls

into a single equation. We choose B > 0 (without loss of generality) and C > 0 (because

when α = 90◦, we expect Rc to fall as the tilt increases1), and minimize ∆Rc over α

to find the preferred mode. We find that α = 0 is preferred for φ < B/2C ≡ φc, and

α = cos−1(φc/φ) for φ > φc.

In other words, perpendicular rolls are preferred for small φ, and oblique rolls are

preferred for larger φ. The transition between the two occurs at φ = φc = B/2C, and

we will refer to this point as the ‘Lifshitz point’ after a similar phenomenon in nematic

liquid crystals (see e.g. Silber et al., 1992).

For this model to be useful we require φc to be small; if not, then the assumption

of small φ would not hold, and the model would break down. However, in our actual

numerical results we find that B/2C is typically less than 0.1, so this is not really a

problem.
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Figure 2.5: The equivalent of Figure 2.3 for the steady case.

2.4.3 The steady case

The above results have concentrated on the oscillatory case; the steady case (large ζ) is

a little different. Note that the name ‘steady’ is slightly misleading, since the solutions

are only truly steady if the field is vertical; this is illustrated in Figure 2.2(b), where the

eigenvalues pass through the origin at R(e), indicating a steady-state bifurcation. As we

shall see shortly, when the field is non-vertical the solutions do start to travel; the speed

of travel is proportional to φ for small φ.

The perturbations to Figure 2.2, that would be expected in the steady case, are

shown in Figure 2.5. This shows the path that the eigenvalues would take as R is

increased, for a small non-zero φ. This is obtained by starting from Figure 2.2(b)

and imagining a small perturbation that breaks the left-right symmetry – we are again

assuming that we have found a suitable way of breaking the up-down symmetry in the

layer. If the symmetry is only broken by changing the magnetic boundary conditions,

then as discussed above, the curve must pass through the origin, so Figure 2.5(b) results;

otherwise, we get Figure 2.5(a).

Notice that the eigenvalues in the right half-plane no longer remain purely real. In

Figure 2.5(a), the curve crosses the imaginary axis at a non-zero value of Im s, meaning

that the bifurcation to convection is no longer a steady-state one, but an ‘imperfect’

1When α = 90◦ (or equivalently, kx = 0), we see from equations (2.15)–(2.23) that φ now only enters

the problem in the combination Q cosφ. This indicates that increasing φ is equivalent to reducing Q,

which in turn increases instability to convection and reduces Rc. We conclude that (when α = 90◦ at

least) Rc must fall as the tilt increases.

50



bifurcation in which a small non-zero oscillation frequency (or equivalently, speed of

travel) is present. Compare this to the oscillatory case in which the speed of travel is

non-zero even when the field is vertical. In Figure 2.5(b), we do have a steady-state

bifurcation at onset (the curve goes through the origin), but Im s still becomes non-zero

for R > Rc.

Another difference between the steady and oscillatory cases is that in the former,

the graph only crosses the imaginary axis once, indicating that waves can only travel in

one direction (either leftwards or rightwards). This indicates that we could transform

to a moving frame in which the pattern appeared to be steady. (Contrast this to the

oscillatory case, where the graph crossed the imaginary axis at points both above and

below the origin, indicating that both left-going and right-going waves could be present

simultaneously, and no such Galilean transformation could be made.)

We now turn to the three-dimensional problem. In the oscillatory case, we noted

above that one expects perpendicular rolls for small φ, and oblique rolls for large φ. This

arose by considering the separate left-going and right-going perpendicular roll modes,

and the symmetry breaking between them; this meant that ∆Rc for these modes was

proportional to φ.

In the steady case, there are not separate left-going and right-going modes, and

so the symmetry breaking does not apply; instead, ∆Rc for the perpendicular rolls is

proportional to φ2 (not φ as before). Also, the parallel rolls do not travel; since there is

no reason for them to travel in either the positive or negative y direction, in the steady

case they do not travel at all. Thus ∆Rc is proportional to φ2 for the parallel rolls as

well. So, without knowing the respective constants of proportionality (which cannot be

obtained through simple symmetry arguments alone), we cannot say anything about

which orientation of roll is going to be preferred in the steady case.

2.5 Results

2.5.1 Small ζ (oscillatory case)

Two-dimensional results (ky = 0)

In this section, we give the results of our numerical solution of the eigenvalue problem

described in section 2.2. The problem solved is exactly the one described in that section,

with the following choice of parameters: Q = 200, ζ = 0.1, σ = 1. (However, we do
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Figure 2.6: Plots of eigenvalues s in the complex plane as R is varied. The

crosses are plotted at intervals of 200 in R. In each case k is fixed and equal

to (kc, 0), where kc is the critical wavenumber (i.e. the one that minimizes

Rc). (a) Vertical field (φ = 0◦), with κ̂ = 1. (b) φ = 15◦ and κ̂ = 1. (c)

As (b), but with a fixed angle condition at the bottom of the layer (the

other three cases use a tied field condition at the bottom.) (d) φ = 15◦ and

κ̂ = (z + 1/2)−3. Note: in case (c) the locus of eigenvalues passes through

the origin, whereas in case (d) it merely passes very close to the origin – it

in fact crosses the imaginary axis slightly below the origin.
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not find any significant qualitative difference for different choices of parameters, except

for the change between oscillatory and steady behaviour as ζ varies.) The magnetic

boundary conditions are to match onto a potential field above the layer, and to have a

perfectly conducting lower boundary (as discussed in section 2.2), except where stated

otherwise below.

Figure 2.6(a) shows a plot of the eigenvalues in the complex plane for a typical case

with a vertical magnetic field. As expected on symmetry grounds, the eigenvalues come

in complex conjugate pairs, showing that there is no preference for either left-going or

right-going waves (cf. Figure 2.2a). Figure 2.6(b) shows the same situation but with

φ increased to 15◦. In this case a diagram similar to Figure 2.3(b) is expected, as

explained above. Surprisingly, however, the eigenvalues still come in conjugate pairs,

and the left-going and right-going waves still have identical growth rates (at any given

Rayleigh number)!

This unexpected result is apparently a consequence of our particular choice of bound-

ary conditions. For example, when using a fixed-angle condition at the bottom (instead

of the ‘tied field’ condition), but keeping the potential field condition at the top, Figure

2.6(c) results. (A similar graph is also obtained if one uses a tied field at one surface with

a fixed angle condition at the other.) Therefore, it appears that the left-right symmetry

is not always broken by choosing different magnetic boundary conditions at top and

bottom; apparently it sometimes is and sometimes isn’t, depending on precisely which

boundary conditions are chosen.

This is unfortunate since, as discussed above, the whole point of introducing the

different boundary conditions at top and bottom was to try to break this symmetry. Of

course, we could abandon our preferred choice of boundary conditions (Figure 2.6(b)),

and use a combination that does break the symmetry (e.g. Figure 2.6(c)). However, we

have argued that the fixed-angle condition is unphysical, and we prefer not to use it.

At this point, therefore, we bring in our alternative method of breaking the symme-

try: a non-uniform thermal diffusivity κ. This is not unreasonable since in the Sun, the

thermal diffusivity decreases as a function of depth, due to hydrogen ionization effects

(Meyer et al., 1974). The profile κ̂ = (0.5 + z)−3 was chosen. (In fact, the precise

choice of this function does not make much qualitative difference; any monotonically

decreasing function seems to give similar results.) Figure 2.6(d) shows the path of the

eigenvalues that is now obtained. As expected, the left-right symmetry is broken, and

the left-going waves are preferred (in this case). (If we ‘reverse’ the choice of κ, so that

53



−1 −0.5 0 0.5 1

0

0.2

0.4

0.6

0.8

1
−1 −0.5 0 0.5 1

0

0.2

0.4

0.6

0.8

1

−1 −0.5 0 0.5 1

0

0.2

0.4

0.6

0.8

1
−1 −0.5 0 0.5 1

0

0.2

0.4

0.6

0.8

1

Figure 2.7: Plots of the solutions obtained, with φ = 45◦. The contours

show the temperature perturbation, and the arrows show the fluid velocity.

The top two plots have κ̂ = 1 while the bottom two have κ̂ = (1/2 + z)−3.

The left panels show the left-travelling waves, while the right panels show

the right-going solutions.

it increases rather than decreases with depth, then the preferred direction of travel is to

the right – as might be expected.)

Figure 2.7 shows some of the solutions themselves. These are produced by multiply-

ing the eigenfunctions by exp(ikx) and plotting the real part of the result (as explained

earlier). The upper two panels show the solutions when κ was chosen to be uniform;

note that these are not simply mirror images of each other, so the symmetry π has

indeed been broken here, even though the growth rates (and critical Rayleigh numbers)

for these two solutions are, for whatever reason, identical. In the bottom two pictures,

in which κ varies with depth, this is no longer the case. Notice that the temperature

perturbation is now concentrated towards the bottom of the layer; this is because heat

is being transported more by conduction near the surface, where the heat conductivity

is greater, and more by convection at the deeper levels, where the conductivity is lower.

Figure 2.8 shows the variation of the critical Rayleigh number with wavenumber.

The first plot shows the vertical field case, in which the oscillatory mode is preferred

when it exists (for kx sufficiently small). The second plot shows what happens when the

field is inclined; the preference for left-going waves is clearly visible. Note that the right-

going wave has two critical Rayleigh numbers for each wavenumber; this is because the

eigenvalue crosses the imaginary axis twice as R changes (see Figure 2.6d). The lower

of these two values is the physically relevant one.
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(kx) and the wave speed, as functions of φ.
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Figure 2.9 shows how Rc, kx and the wave speed vary as a function of the tilt angle

φ. These graphs confirm that the perturbations to each quantity are proportional to φ

for small φ, as expected on symmetry grounds (see previous section). This applies for

φ up to about 5–10◦. After this point, the critical Rayleigh number decreases for both

left- and right-going waves. Note also that the wavenumber decreases (equivalently, the

wavelength increases) with increasing tilt, indicating that the solution is being stretched

out along the tilt direction. This is understandable in that one would expect the convec-

tion cells to try to align themselves with the magnetic field lines, and this would cause

them to appear to stretch out along the tilt direction.

Three-dimensional results

So far our results have been restricted to the two-dimensional case with ky = 0; we now

move on to three-dimensional solutions. To clarify, we are at this point continuing to

use our depth-dependent profile for κ̂, which, as mentioned above, is sufficient to break

the symmetry between the leftward- and rightward-travelling modes.

Figure 2.10 shows contour plots of Rc as a function of both kx and ky for four different

tilt angles. (Note that the convention that we have used is that left-going waves are

plotted for kx negative, and right-going waves are plotted for kx positive.2) The preferred

mode corresponds to the point in k-space that minimizes Rc; this point has been marked

by an asterisk on each diagram. Figure 2.11 shows the angle α (as defined in equation

2.41) corresponding to the preferred mode. This shows clearly which type of roll (from

Figure 2.4) is preferred at each φ; α = 0◦ corresponds to perpendicular rolls, α = 90◦

represents parallel rolls, while an α in between these two values means that oblique rolls

are preferred. Finally, Figure 2.12 shows the critical Rayleigh number for the different

types of rolls as a function of φ.

Figures 2.10 and 2.11 are related, in that the position of the minimum on Figure

2.10, for a given φ, determines the value of α corresponding to that φ on Figure 2.11.

Hence, we see that the minimum is located on the negative kx axis for the smallest

φ values (Figure 2.10a), which means that α is zero for small φ. When φ reaches a

critical value (just above 10◦ in this case), the minimum leaves the kx axis and moves

2Effectively what we are doing here is demanding that Im s be negative, and then using the sign of kx

to indicate the direction of travel. This is in contrast to our previous figures where kx is assumed positive

and the sign of Im s was used to indicate the direction of travel. The two are of course equivalent; this

can be seen from equations (2.11)–(2.14), which remain invariant if one changes k to −k and s to −s.
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Figure 2.10: Contour plots showing critical Rayleigh number as a func-

tion of wavevector, with positive (negative) kx representing right-going (left-

going) waves. The shaded areas represent regions where no right-going so-

lution exists. The preferred mode (corresponding to the minimum Rc) is

indicated by a small asterisk in each plot. The four cases are (a) φ = 10◦,

(b) φ = 40◦, (c) φ = 72.5◦, (d) φ = 75◦.
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Figure 2.11: The preferred orientation α of the convection rolls as a func-

tion of φ.

up and to the right. This is quite rapid at first and is visible as a sharp increase in

α on Figure 2.11. Physically, this means that the preferred mode has changed from

being perpendicular rolls to being oblique rolls. Indeed this transition is the same as

the one predicted by symmetry arguments (section 2.4.2). By φ = 40◦ (Figure 2.10b)

the minimum has settled to a position corresponding to α ≈ 70◦. For larger φ, a second

local minimum appears on the positive ky axis; this is not initially the lowest of the

two minima, but it rapidly decreases in value and eventually ‘overtakes’ the original

minimum to become the new global minimum. This results in a discontinuous change

in α and is the reason for the discontinuity in Figure 2.11. The point where the minima

‘cross’ can be seen in Figure 2.10(c). For higher values of φ the parallel rolls are now

dominant (Figure 2.10d).

This behaviour can be compared to the predictions of the simple model from section

2.4.2, and in particular, equation (2.42). As already stated, the main prediction was

that there would be a transition from perpendicular to oblique rolls, and this transition

was expected to occur at φ = B/2C where B and C are as defined in (2.42). The values

of B and C can be estimated by inspecting the numerical results near φ = 0; we find

B = 163.6 and C = 923.2, which gives B/2C = 0.089 radians, or 5.1 degrees, which is
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Figure 2.12: The critical Rayleigh numbers Rc for various modes as a

function of φ. The colour coding is the same as in Figure 2.4. The red curves

show critical Rayleigh numbers for perpendicular rolls, corresponding to our

two-dimensional solutions; the dashed curve is for the right-going rolls, and

the solid curve is for the leftward-travelling solutions. The blue curve is for

parallel rolls, and the green for oblique (more precisely, the green curve shows

the critical Rayleigh number for the most unstable oblique mode, when such

a mode is more unstable than either the perpendicular or parallel rolls).
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about a factor of two too small (compared to the actual location of the Lifshitz point).

Therefore, the model equation (2.42) is accurate qualitatively but not quantitatively,

although the latter is hardly surprising given the ad hoc nature of the model (e.g. the

factors of cosα and sinα were invented in order to satisfy the right properties, rather

than to be an exact quantitative description).

One thing that the model equation (2.42) does get wrong, even qualitatively speak-

ing, is that it does not predict the discontinuous jump in α, and the associated appear-

ance of a second local minimum in Rc, which occurs for larger values of φ. Therefore,

we need to explain why this second minimum appears.

We can do this by considering the governing equations when α = 90◦. In this case

the horizontal component of the imposed field disappears from the equations, and this

mode sees only the vertical component. As the tilt of the field increases, the vertical

component of the field decreases and so the effective Chandrasekhar number decreases.

Beyond a certain tilt the effective Q becomes too small for the oscillatory instability,

and the mode becomes steady. This is the fact that was missing from the analysis of

section 2.4. The critical Rayleigh number falls more quickly after this point (this is

visible on Figure 2.12 as a ‘kink’ in the curve for parallel rolls, near φ = 70◦) and the

steady parallel mode soon becomes the dominant one.

The preference for parallel rolls for large φ is consistent with the work of Danielson

(1961), who showed that in a horizontal magnetic field (φ = 90◦), convection would

consist of parallel rolls. Essentially, this is because this form of motion can just bodily

displace the field lines, without distorting them; perpendicular or oblique rolls would

have to twist the field lines, and this would be resisted by the Lorentz force.

One final point concerning Figure 2.10 is the meaning of the grey, shaded areas on

the contour plots. (Note that the jagged appearance of these regions is not real, but

is due to limited resolution.) These regions arise because, for certain wavevectors, no

right-going wave exists, only a left-going one. This can be seen clearly on Figure 2.8(b),

for example, where the right-going branch (the dashed curve) does not extend to values

of kx greater than about 6.

It is also of interest to consider what happens to the position of the Lifshitz point

as the amount of up-down asymmetry (as determined by the choice of κ) is varied. To

investigate this, we set κ = (0.5 + z)−κ0 , and then plotted the value of φ corresponding

to the Lifshitz point as a function of κ0; see Figure 2.13. It can be seen that as the

amount of up-down asymmetry is increased (corresponding to larger values of κ0), the
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Figure 2.14: Contour plots of Rc as a function of wavevector in the case

where κ̂ does not vary with depth. The tilt angle φ = 15◦. Notice that

although these results are anisotropic, they are still left-right symmetric.

This shows that the left-right symmetry, found in the two-dimensional results

above, continues even when ky 6= 0.

Lifshitz point occurs at larger and larger values of φ.

For completeness, we also present the three-dimensional results for the case where κ̂

does not vary with depth. (Recall from the previous section that in this case, the left-

right symmetry is not broken, despite expectations to the contrary.) The contour plot

of Rc against kx and ky is shown in Figure 2.14. Notice how this unexpected left-right

symmetry persists even when ky 6= 0.

2.5.2 Steady case

The results here are actually a little simpler than the oscillatory case, and so less space

will be devoted to these. As noted above, the solutions are expected to start travelling

as soon as φ increases above zero, but we cannot say from symmetry arguments which

direction the solutions will travel in. Nor can we say in advance which of parallel,

perpendicular, or oblique rolls will be preferred.

In order to obtain a steady, rather than oscillatory, bifurcation (when φ = 0), we have

taken ζ = 1.1 instead of 0.1 in this section (leaving the other parameters unchanged).

We are also using the depth-dependent profile for κ̂ in this section.

A contour plot of Rc against kx and ky, for the case φ = 45◦, is shown in Figure

2.15. Note that in this case, all solutions travel to the left (i.e. against the tilt), and

no solutions travel to the right; consequently, the figure only shows results for kx < 0.
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Figure 2.15: Contour plot of Rc against kx and ky in the steady case.

Note that all solutions travel leftwards (or else are steady), hence only the

left-hand half of the diagram is shown.

Notice how the anisotropy introduced by the tilt is clearly visible. The minimum Rc

occurs on the ky axis, indicating that parallel rolls are preferred. In fact, we find that

parallel rolls are the preferred mode for all φ in this case.

In Figure 2.16 we plot Rc, the wavenumber and the wave speed as functions of φ,

for both parallel and perpendicular rolls. As regards the wave speed, this is zero for the

parallel rolls (this is just because of the y → −y reflection symmetry), but it is non-zero

for perpendicular rolls (and in fact oblique rolls as well). Note how the speed of travel

is proportional to φ for small φ, as expected (indeed, this is true up to quite large φ,

about 60◦ or so).

We can also compare our results to those of Chandrasekhar (1961) who briefly con-

sidered convection in inclined fields in the steady (large ζ) case. He also found that

parallel rolls (with kx = 0) would be the preferred mode for all φ. However, his model

was purely Boussinesq, with uniform κ and identical boundary conditions at top and

bottom. Therefore, his model contained the up-down symmetry that we talked about

in the previous section, and so his solutions did not travel at all. By contrast, all our

solutions (except the parallel rolls) travel to the left. This may seem irrelevant, since

the preferred mode is the parallel rolls, which do not travel. However, once we move on

to nonlinear solutions, all modes will be present in some sense, and we might expect to

start to see the effects of the travelling modes.
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Figure 2.16: Graphs of the critical Rayleigh number (Rc), the wavenumber

(|k|) and the wave speed, as functions of φ. The solid line is for parallel rolls,

while the dashed line is for perpendicular rolls.

64



2.6 Conclusions

In this chapter we have investigated the linear stability theory for magnetoconvection in

a Boussinesq fluid layer with an inclined magnetic field and a depth-dependent thermal

diffusivity κ.

We included the depth-dependent κ as a way of breaking the up-down symmetry

of the fluid layer, a symmetry that is present in Boussinesq but not in compressible

convection. Since compressibility is important in sunspots, it was important to find

a way to break this symmetry in our model. We at first tried to do this simply by

modifying the boundary conditions at the top and bottom of the layer, but that was

found to be unsatisfactory (for reasons explained above), and so we included the depth-

dependent κ instead.

The most important effect of tilting the field is that the layer becomes anisotropic, so

that rolls of different orientations have different stability properties, and modes can now

exhibit a preferred direction of travel (either towards or away from the tilt direction).

When ζ is large (the ‘steady’ case) the preferred mode is parallel rolls for all φ.

These are steady, but rolls in any other orientation travel (with a speed proportional to

φ for small φ). These travelling modes are not preferred near onset, but their presence

suggests that patterns in the nonlinear regime might travel.

For small ζ (the ‘oscillatory’ case), the results are more complicated. In the two-

dimensional problem (ky = 0), we find broadly similar results to those of Matthews

et al. (1992), with symmetry-breaking between left- and right-going modes. In the

three-dimensional problem (ky 6= 0), we find that travelling perpendicular rolls are

preferred for small φ, travelling oblique rolls for intermediate φ and steady parallel rolls

for large φ. Note that Matthews et al. (1992) predicted that the transition between

perpendicular and oblique rolls would be found, but they did not predict the transition

between oblique and parallel rolls for larger φ. This comes about because the vertical

component of the magnetic field drops as φ increases, which triggers a change from

oscillatory to steady convection.

Perhaps the main difference between our model and that of Matthews et al. (1992)

is in the direction of travel of the preferred mode. We find waves travelling to the left

(against the tilt) for all φ; they find waves travelling to the right for most φ, but for a

small range of φ near 90◦, this reverses and the waves travel to the left. They can also

produce left-going waves for all φ by changing their boundary conditions. Clearly, the
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direction, and speed, of travel are highly model-dependent. Nevertheless, in terms of

application to sunspots, it is encouraging that some models, at least, show a reversal

of direction of travel as φ increases – even if it is the wrong way around (in a sunspot,

features are observed to move inwards, i.e. ‘left’, for small φ and right for large φ)!
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Chapter 3

Weakly nonlinear models

3.1 Introduction

In this chapter we will move beyond simple linear models and start to cover weakly

nonlinear effects. We will use ideas from bifurcation theory and pattern formation

to construct fairly general models, which will allow us to learn something about how

convective patterns change as the inclination of the field is varied. In the next chapter,

we will also use this work as a starting point for building more detailed models.

Consider first of all the case of a vertical magnetic field. In the previous chapter,

we investigated the linear stability of the trivial solution, finding that for large enough

Rayleigh number, the layer became unstable to roll-like (plane wave) perturbations of

the form exp ik · x. At the critical Rayleigh number, we found that there was a circle

of critical modes, with |k| = kc, which were neutrally stable; all other modes decayed

exponentially. For R slightly above critical, there was a narrow annulus of modes in

Fourier space, with wavenumbers close to kc, which could grow exponentially.

We can use this linear analysis to try to predict what we might see when R is

just above critical. We might expect the convection to take the form of rolls, with

wavenumber |k| equal to (or very close to) kc. However, there are an infinite number of

such modes, because of the rotational symmetry of the problem; any wavevector lying

on the critical circle |k| = kc will do. Moreover, we can superpose two or more of these

roll modes to obtain a new pattern. Examples of this are shown in Figure 3.1, which

shows how hexagons can be obtained by superposing three sets of rolls at 120◦ to each

other, and how squares can be produced by superposing two sets of rolls at right angles.

Linear theory alone cannot distinguish between a single roll mode, or a superposi-
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Figure 3.1: Hexagon and square patterns. The first line shows a hexagonal

pattern, created by adding together three sets of rolls at an angle of 120◦ to

each other. The second line shows a square pattern, created by superposing

two sets of rolls at right angles to each other.

tion such as those shown in Figure 3.1, because the different modes would all evolve

completely independently of each other. However, once we add nonlinearities into the

problem, interactions between the different Fourier modes become possible. This means

that the theory can now distinguish between the different patterns, and we will be able

to predict which of the patterns we would see near onset. If the nonlinearities are as-

sumed to be weak, it is possible to model the nonlinear interactions based on minimal

assumptions about the underlying physics, which is what we will do in the rest of this

chapter.

3.2 General notes on pattern formation

In this section we will explain some general methods that are used for studying pattern

formation in weakly nonlinear systems. (In the following sections, we will go on to show

how these methods can be applied in particular cases.)

A standard method of dealing with systems close to a bifurcation point (in our case,

with R only just above Rc) is to apply the centre manifold theorem. This allows us

to simplify the problem by considering only the dynamics on the (extended) centre

manifold. Basically, this can be thought of as eliminating all modes of wavenumber not

equal to kc; these are ‘fast’ modes which decay exponentially with time. The critical

modes, with wavenumber equal to kc, constitute the slow dynamics. Unfortunately, with
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Figure 3.2: A periodic square lattice. The left-hand picture shows the

lattice in real space, and the right-hand picture shows the ‘dual’ lattice in

Fourier space.

the problem in its present form, the conditions of the centre manifold theorem are not

met, for two reasons: firstly, there are an infinite number of critical modes, occupying

the circle |k| = kc; secondly, the non-critical modes can be arbitrarily close to this circle

and have growth rates which can be arbitrarily close to zero.

One way to avoid both of these problems is to restrict ourselves to solutions which

are doubly periodic on some lattice; in other words, if we denote the solution by Ψ(x),

then there should exist two ‘lattice vectors’, r1 and r2, such that for all integers n1 and

n2 and for all x, Ψ satisfies Ψ(x + n1r1 + n2r2) = Ψ(x).

This restriction to a doubly periodic lattice can also be thought of as a restriction on

the Fourier transform of the solution. If we consider possible Fourier modes exp ik · x,

then clearly only certain wavevectors k will produce a function which is doubly periodic

on the given lattice. The set of such wavevectors k itself forms a lattice, in Fourier

space, which is known as the dual lattice.

These concepts are best explained by giving examples. Two lattices which are com-

monly used in these sorts of problems are the square and hexagonal lattices (so-called

because they admit the square and the hexagonal patterns from Figure 3.1).

The square lattice is illustrated in Figure 3.2. The left-hand picture shows the two

lattice vectors r1 and r2, together with the lattice points themselves (i.e. points of the

form n1r1 + n2r2 for n1 and n2 integer). For the square pattern, these points would

correspond to the centres of the squares. The right-hand picture shows the dual lattice

vectors k1 and k2, together with the dual lattice points (points of the form n1k1 +n2k2

for n1 and n2 integer). The points of the dual lattice do not correspond to physical
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Figure 3.3: The equivalent of Figure 3.2 for the hexagonal lattice.

points but rather to wavevectors of ‘admissible’ Fourier modes. The equivalent diagram

for the hexagonal lattice is shown in Figure 3.3. (The other common type of lattice is

the ‘rhombic’ lattice, where the angle between the two wavevectors k1 and k2 takes a

general value, equal to neither 90◦ nor 120◦.)

If we scale our lattice such that the dual vectors k1 and k2 are of length kc, then

the critical circle will intersect four wavevectors (in the square or rhombic case) or six

wavevectors (in the hexagonal case), as illustrated in the diagram. In other words,

whilst in the full problem there was an entire circle of critical modes, once we restrict

to a periodic lattice, there are a finite number of permissible critical modes. Moreover,

all other modes on the dual lattice are a finite distance away from the critical circle

|k| = kc, and therefore their growth rates are bounded away from zero. Hence, both

of the difficulties mentioned above are resolved, and we can reduce the problem to the

evolution of a small number of modes on the extended centre manifold.

Thus, the restriction to a periodic lattice greatly simplifies the mathematics, but it

also unfortunately restricts the set of possible patterns that can be investigated. For

example, if we chose the square lattice, we could look at rolls and square patterns. The

hexagonal lattice allows rolls and hexagons as well as some other patterns (e.g. triangles

and rectangles), but it leaves out the squares. (There is no lattice on which both squares

and hexagons can exist simultaneously.) The results must be interpreted with this in

mind, although usually we have some physical intuition about the problem, which can

inform the decision of which lattice is most appropriate to a particular situation.

Therefore we are led to consider a superposition of N different roll modes. In the
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case of a steady bifurcation, the solutions will take the following form:

Ψ =

N
∑

j=1

zj(t)e
ikj ·xΨ

(j)
0 + c.c. (3.1)

Here Ψ stands for (one or more of) the physical variables from the original problem

(u, B etc.). The kj are the wavevectors of each mode intersecting the critical circle

|k| = kc. Any vertical dependence has been factored out into Ψ
(j)
0 (which essentially

represents the vertical eigenfunction of the mode). The zj are complex functions of time

representing the amplitudes of the different modes.

In the case of the square lattice, it appears that N = 4, since four points on the

dual lattice intersect the critical circle; see Figure 3.2. However, in fact N is only 2; this

is because wavevectors k and −k are in fact equivalent (the direction of the wavevec-

tor determines the orientation of a mode, but its sense, either + or −, is irrelevant).

Similarly, for steady bifurcation on a hexagonal lattice, N = 3 and not 6.

For an oscillatory bifurcation, the form is slightly different:

Ψ =
N

∑

j=1

(

zj(t)e
ikj ·x + wj(t)e

−ikj ·x
)

e−iωtΨ
(j)
0 + c.c. (3.2)

Note the addition of the exp(−iωt) term, which represents the oscillation frequency of

each mode. This time there is a difference between wavevectors k and −k; the sense of

the wavevector indicates the direction of travel of each mode (each mode can travel in

one of two directions).

Our objective now is to come up with a set of ordinary differential equations that

govern the time evolution of the zj . These are known as the amplitude equations. In

linear theory they would be very simple: żj = szj, where s is the corresponding linear

growth rate. In weakly nonlinear theory we have to add further terms representing non-

linear interactions between the different modes. These would generally be determined

from a perturbation analysis of the original partial differential equations; the required

amplitude equations usually come out as a solvability condition.

However, we do not need to go to such lengths to gain some useful insight into the

problem. Rather, we can make use of symmetry. We know that the problem possesses

certain symmetries; in our case, the relevant symmetries are rotations, reflections and

translations of the plane, which together form the Euclidean symmetry group E(2).

(More specifically, we must consider the subset of E(2) that leaves our periodic lattice

invariant.) The amplitude equations must be consistent with these symmetries; not just
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Figure 3.4: Diagram showing the three wavevectors kj and their corre-

sponding amplitudes zj (j = 1, 2, 3), for the steady hexagonal model. Note

the orientation (represented by the angle θ); the direction of tilt of the mag-

netic field is along the x-axis.

any amplitude equations are allowed. Together with the assumption that the amplitudes

are small, this usually provides enough information to constrain the amplitude equations

quite strongly; typically the form of the equations is known, but there are one or more

undetermined coefficients.

We will now consider how these principles apply to particular choices of periodic

lattice.

3.3 Steady bifurcation on a hexagonal lattice

We start with the hexagonal lattice, since this is a natural choice for magnetoconvection,

for the following reason. From studies of magnetoconvection in vertical fields, we expect

to see a pattern of hexagons near onset. When the field is tilted we would presumably

still see a (slightly distorted) hexagonal pattern, but when the field is nearly horizon-

tal, the preferred pattern will be field-aligned rolls (Danielson, 1961). The interesting

question is what happens for field inclinations in between these two extremes.

To investigate this competition between hexagons and rolls, we consider the hexago-

nal lattice, with three wavevectors k1, k2 and k3, as illustrated in Figure 3.4. The angle

θ represents the orientation of the lattice; this is unimportant when the field is vertical

(because of the rotational symmetry), although it will become important later on, when
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we introduce non-vertical fields.

Staying with a vertical magnetic field for the moment, we can determine the most

general amplitude equations satisfying the symmetry requirements. (The relevant sym-

metry group is the subset of E(2) that leaves the hexagonal lattice invariant, which is

the group T 2
⋊ D6; T

2 represents x and y translations, while D6 represents rotational

and reflectional symmetries of the hexagonal lattice.) This is actually a well-known,

standard problem (e.g. Golubitsky et al. 1984). The equations are:

ż1 = µz1 + αz̄2z̄3 − γz1(|z1|2 + β|z2|2 + β|z3|2) (3.3)

ż2 = µz2 + αz̄3z̄1 − γz2(|z2|2 + β|z3|2 + β|z1|2) (3.4)

ż3 = µz3 + αz̄1z̄2 − γz3(|z3|2 + β|z1|2 + β|z2|2) (3.5)

The coefficients α, β, γ and µ are all real. These will depend on the various parameters

in the original problem (Q, ζ , etc.) and we cannot determine their values without more

detailed calculations. Clearly, however, we can see that µ will be an increasing function

of R, with µ = 0 when R = Rc. The coefficient α represents the amount of up-

down symmetry breaking; it is zero in an up-down symmetric case (such as Boussinesq

convection).

We have dropped terms higher than third order, which may be justified by assuming

the following scalings. The small parameter in the problem is the amount by which the

Rayleigh number exceeds critical (i.e., R−Rc). If we define ǫ such that R−Rc ∝ ǫ2, then

the amplitudes |zj| are of order ǫ. We must also assume for consistency that α = O(ǫ),

i.e. that the amount of up-down symmetry breaking is small. Each term is then of the

same order (ǫ3), and all the neglected terms are of higher order.

By rescaling time and the amplitudes, we can assume without loss of generality that

α = γ = 1. We cannot scale out β, but we do make the assumption that β > 1, which

ensures that rolls are stable in the absence of the quadratic term (which is the case for

convection).

We may also take the zj to be real (after a shift of origin if necessary). This can be

shown quite easily by writing out the equations in terms of amplitudes and phases of

the zj ; see e.g. Malomed et al. (1994).

We now turn to solutions of these equations. The bifurcation diagram as µ is varied

is shown in Figure 3.5. The trivial solution, z1 = z2 = z3 = 0, is stable for µ negative

and unstable for µ positive. There is a branch of rolls (e.g. z1 =
√
µ, z2 = z3 = 0),

which bifurcates supercritically from µ = 0, and is stable for µ sufficiently large. The
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Figure 3.5: Bifurcation diagram for the symmetric case (when all three

linear growth rates are equal). The bifurcations A, B and C occur at the

following values of µ: A at µ = −1/(4 + 8β); B at µ = 1/(β − 1)2; C at

µ = (β + 2)/(β − 1)2.

bifurcation at which the rolls gain stability also creates a branch of mixed modes, which

are rectangular in appearance, and have (e.g.) z1 = z2 6= z3; this solution is always

unstable.

Finally, there are also two branches of hexagons. These are related by a sign change

(in the three zj). The uppermost branch can be stable (for some µ values at least)

while the lower branch is always unstable (and hence unobservable). In convection, one

branch would represent a solution with upflows at the centre of each convection cell (so-

called ‘up’ hexagons), while the other would have downflows there (‘down’ hexagons). In

general, we cannot say which is which, i.e. we cannot say whether the uppermost, stable

branch corresponds to the ‘up’ or to the ‘down’ hexagons. For compressible convection,

however, we know that the ‘up’ hexagons are the stable solution (as is confirmed by

numerical simulations, for example; see also section 1.5.1).

The problem also contains hysteresis. This occurs in two separate ranges of µ values.

The first is between points A and O on Figure 3.5, where hexagons and the trivial

solution are simultaneously stable. This indicates that the onset of convection itself

is associated with hysteresis. The second region of hysteresis occurs between points B

and C, where there is bistability between rolls and hexagons. This indicates that the
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transition between hexagons (for smaller µ) and rolls (for larger µ) is hysteretic.

3.3.1 Weakly breaking the isotropy

So far, we have considered only vertical fields. When the field is tilted, anisotropy

is introduced and the symmetry between the three different modes is broken. The

translational symmetry remains, as does the reflection symmetry y → −y, but the other

reflection symmetries, as well as the isotropy, are lost. We could repeat the analysis

using the new (smaller) symmetry group, and come up with a different set of ordinary

differential equations for the zj . However, it is more enlightening to consider a situation

where the symmetry is only weakly broken. For example, if we consider a small tilt angle

φ, then the problem is strictly speaking anisotropic, but we are still very close to the

isotropic situation, and this can be exploited.

We will model this by breaking the symmetry in the linear terms only, replacing the

single value µ with different values µ1, µ2 and µ3 in each equation. Strictly speaking

the other coefficients (α, β and γ) should be changed as well, but this is not actually

necessary to break the symmetry, and we will just leave them unchanged. (We will

justify this further below.)

The new equations, with weakly broken symmetry, are:

ż1 = µ1z1 + αz̄2z̄3 − γz1(|z1|2 + β|z2|2 + β|z3|2) (3.6)

ż2 = µ2z2 + αz̄3z̄1 − γz2(|z2|2 + β|z3|2 + β|z1|2) (3.7)

ż3 = µ3z3 + αz̄1z̄2 − γz3(|z3|2 + β|z1|2 + β|z2|2) (3.8)

Since we now have two small quantities, the tilt angle φ and the ‘effective’ Rayleigh

number r ≡ (R−Rc)/Rc, it is important to clarify the scalings involved. We introduce

a small parameter ǫ and scale φ as O(ǫ), while r is (as before) taken to be O(ǫ2). We

can now write the µj as functions of both r and φ. The correct form for small ǫ is

µj = Ajφ
2 +Bj iφ+ Cr +O(ǫ3), (3.9)

where Aj , Bj and C are real constants, with A1 ≥ A2 ≥ A3. (The argument that the

growth rates must take this form for small φ was given in the previous chapter.) Ignoring

the imaginary parts (for the moment), each µj is of order ǫ2, and the amplitudes |zj |
may be scaled to be O(ǫ). We also assume once again that α = O(ǫ); each term on the

right-hand side is then of the same order (ǫ3).
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Unfortunately, the imaginary parts of the µj appear at order ǫ and thus do not satisfy

this balance. However, we can deal with this by making a Galilean transformation. To

show this we first of all write zj = Rje
iψj (with Rj and ψj real) and decompose (3.6)–(3.8)

into amplitude and phase equations:

Ṙ1 = µ1rR1 + αR2R3 cos Ψ − γ(R2
1 + βR2

2 + βR2
3)R1 (3.10)

Ṙ2 = µ2rR2 + αR3R1 cos Ψ − γ(R2
2 + βR2

3 + βR2
1)R2 (3.11)

Ṙ3 = µ3rR3 + αR1R2 cos Ψ − γ(R2
3 + βR2

1 + βR2
2)R3 (3.12)

Ψ̇ = Ω − α

(

R2R3

R1
+
R3R1

R2
+
R1R2

R3

)

sin Ψ. (3.13)

Here Ψ = ψ1 +ψ2 +ψ3 and Ω = µ1i +µ2i +µ3i. (Note that the ‘r’ and ‘i’ subscripts refer

to real and imaginary parts; e.g. µ1 = µ1r + iµ1i.)

When φ = 0, Ω = 0 and (3.13) shows that Ψ tends to zero. This means that we can

take all three zj to be real. To see this, note that we have two translational degrees of

freedom, so we can set two of the ψj to zero by shifting the origin. The condition Ψ = 0

then implies that all three ψj are zero, i.e. all zj are real.

When φ 6= 0 it appears that Ω will become non-zero (see equation 3.9), invalidating

the argument. However in our problem it can be shown that B1 + B2 + B3 = 0 (see

below), so that Ω is in fact O(ǫ3); to balance (3.13), Ψ must then remain of order ǫ.

Therefore in (3.10)–(3.12), we should consistently set cosΨ = 1 at this order; Ψ then

decouples and the net result is that we are left with (3.6)–(3.8) again, except that now

the imaginary parts of the µj can be ignored and one can assume that all the zj (and

µj) are real. (Therefore, we will drop the suffix ‘r’ from now on, writing µj in place of

µjr.) This is equivalent to transforming to a moving frame in which the patterns appear

steady.

The condition B1 + B2 + B3 = 0 is in fact clear from a small-φ expansion (up to

first order) of the linearized equations of the previous chapter (equations 2.15–2.23).

Since φ now appears only in the combination kxφ, it can be seen that the equations are

now invariant under rotations of the wavevector k as long as one adjusts φ to ensure

that kxφ remains unchanged. Therefore, since we know that the oscillation frequency is

proportional to φ at this order, this argument shows that it is also proportional to kx

(at fixed |k|). Hence, since k1x + k2x + k3x = 0, it follows that B1 +B2 +B3 = 0.

We can now explain why we do not have to break the symmetry in the coefficients α,

β and γ, i.e. why we do not have to write out separate values α1, α2 and α3 in the three

equations rather than just the single value α (and similarly for β and γ). Clearly, all
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three αj must be equal when φ = 0, and so we have αj = α+O(φ); since φ = O(ǫ), the

corrections that this would produce would all appear at fourth order in ǫ (at least). Since

we are dropping all terms of order ǫ4 and higher, these corrections should be consistently

neglected, and the symmetry should be maintained in α; the same applies to β and γ.

(Another way of putting this is that there exists a near-identity transformation that

reduces the system to the above form.) Conversely, note that with these scalings the

asymmetry in µ appears at order ǫ3, and the broken symmetry in µ must be included.

As before, we assume β > 1, and rescale time and the amplitudes to ensure that

α = γ = 1. By rescaling φ and r, we can also choose A3 = 1 and C = 1.

We remark that once the isotropy is broken (for φ 6= 0), the orientation of the

hexagonal lattice, represented by the angle θ on Figure 3.4, is now important. Note

that without loss of generality we can choose 0◦ ≤ θ ≤ 30◦. This is for two reasons:

firstly, the lattice itself is invariant under rotations by 60◦ (with a corresponding cyclic

permutation of the kj and zj); secondly, the y → −y reflection symmetry means that θ

and −θ will be equivalent, which halves the range of angles that must be considered.

The angle θ = 30◦ would probably be the most relevant choice, since the linear

theory showed that parallel rolls (with the wavevector pointing in the y-direction) were

the most unstable mode, and this mode is included (as k1) when θ = 30◦. However, it

is interesting to look at other values of θ as well, because in a sense, all modes would be

present in the full problem (for example, if numerical simulations were to be performed).

This problem, in the form (3.10)–(3.12), has been studied before, although in a

different context, by previous authors. Malomed et al. (1994) give bifurcation diagrams

which use (µ1, µ2, µ3) directly as bifurcation parameters; these are not directly related

to our parameters r and φ. Nevertheless they provide several useful analytic results

which we have made use of in this chapter. Matthews (1998) has produced bifurcation

diagrams showing how the standard picture of Figure 3.5 changes once the symmetry

is broken – we have reproduced these below, since they are directly equivalent to our

problem in the case when φ is held fixed at a small non-zero value, and r is changed.

3.3.2 Changes to the bifurcation diagrams

Once the symmetry is broken, the bifurcation diagrams of Figure 3.5 undergo several

changes. The first relates to the roll solutions. Previously, the three possible orientations

of rolls all had the same properties, because they were related by symmetry; therefore
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Figure 3.6: Distortion from a pure hexagon solution as the asymmetry is

increased.

there was effectively only one branch of rolls. Now that the symmetry is broken, this

splits into three separate branches, one for each possible orientation, and each having

slightly different properties. We will denote the roll branch with zj non-zero by Rj . The

solution R1 is stable if

2βµ1 − µ2 − µ3 > 0 and (βµ1 − µ2)(βµ1 − µ3) > µ1 (3.14)

(Malomed et al., 1994).

The second change relates to the hexagon and rectangle (or mixed mode) branches.

Previously we could make a clear distinction between the hexagons and the rectangles,

in the sense that hexagons have z1 = z2 = z3, while rectangles have e.g. z1 = z2 6= z3.

Once the symmetry is broken, this distinction does not apply, and we can only really

describe these branches as ‘mixed modes with all three zj different’. However, since the

symmetry breaking is weak, we will still be able to recognize the mixed mode branches

as slightly distorted versions of the original patterns (either hexagons or rectangles).

Therefore, we will continue using the name ‘hexagons’ (and the label H) for the stable

‘mixed mode’ branch, although it should be understood that these are not perfectly

regular hexagons, but are instead slightly distorted in appearance.

This effect is illustrated in Figure 3.6, where we have plotted a pure hexagon solution

(|z1| = |z2| = |z3|) at the far left, a pure roll solution (z2 = z3 = 0) at the far right,

and ‘distorted hexagon’ solutions (with |z1| > |z2| = |z3|) in between. For very weakly

broken symmetry (second picture), the solutions are only slightly distorted from the

original hexagon pattern, but for more strongly broken symmetry (third picture) the

pattern becomes much closer to the rolls in appearance.

We will now plot bifurcation diagrams showing how Figure 3.5 changes once the

symmetry is broken. We do this in three different cases. The first (corresponding to the

work of Matthews 1998) has φ fixed and r varying. The second is the reverse, with fixed

r and variable φ. Finally, we plot diagrams for the general case where both r and φ
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Solution Condition for stability φ2
pf

R1 (always)
A1

(βA1 − A2)(βA1 − 1)

R2 A1 < min(2βA2 − 1, βA2)
A2

(βA2 − A1)(βA2 − 1)

R3 β > max(A1, A2)
1

(β −A1)(β − A2)

Table 3.1: Stability properties for rolls. There are two possibilities. If the

condition in the second column is met then the rolls are stable for φ2 > φ2
pf

where φ2
pf is given in the third column. If the condition in the second column

is not met then the rolls are never stable.

are allowed to vary, although for simplicity we have restricted this to the special values

θ = 0◦ and θ = 30◦.

Bifurcation diagrams for fixed φ

The bifurcation diagrams given by Matthews (1998), reprinted in Figure 3.7, correspond

to taking a fixed small value of φ and allowing r to vary.1 Apart from the roll branch

splitting into two or three separate branches, as mentioned above, the changes from the

isotropic case are minimal: both regions of hysteresis still exist, and we still have the

stable trivial solution for low r and stable hexagons for intermediate r. There is one

other change, relating to the rolls: they are stable for large r as before, but they can

also be stable in a (very narrow) range of r values near the initial bifurcation from the

trivial solution. (This occurs for θ 6= 0◦.)

Bifurcation diagrams for fixed r

We consider the case r = 0, which corresponds to setting the Rayleigh number equal to

the critical Rayleigh number for a vertical field (so that the trivial solution is neutrally

stable when φ = 0). We then allow the tilt angle to increase above zero. As this is

done, the critical Rayleigh number falls (because of the decreasing vertical component

of the magnetic field, as was discussed in the previous chapter), and so the growth rates

for the three modes become positive. (In other words, there should be a bifurcation at

φ = 0 at which the three roll modes appear.)

1These figures are from Matthews (1998), c©1998 Elsevier, reproduced with permission.
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Figure 3.7: Bifurcation diagrams (from Matthews 1998) showing the

changes to Figure 3.5 once the symmetry is broken. Note that Matthews’

λ1 corresponds to our r (with φ fixed at a small non-zero value). The three

pictures correspond to different values of θ, as follows: Top picture: θ = 0◦;

middle picture: θ = 30◦; bottom picture: 0◦ < θ < 30◦.
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Figure 3.8: Bifurcation diagrams for r = 0 and variable φ. The amplitude

(|z1|2 + |z2|2 + |z3|2)1/2 is plotted against φ for (a) β = A1 = A2 = 3 (corre-

sponding to θ = 0◦); (b) β = 4, A1 = 1.5, A2 = 1 (corresponding to θ = 30◦);

(c) β = 1.2, A1 = 1.5, A2 = 1 (also corresponding to θ = 30◦); (d) β = 4,

A1 = 1.5, A2 = 1.25 (corresponding to 0◦ < θ < 30◦). (Note that for clarity,

some of the unstable solution branches have been omitted.)
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Bifurcation diagrams for a number of values of β, A1 and A2, produced with the

program auto (Doedel, 1981), are shown in Figure 3.8. We see that the three roll modes

do indeed bifurcate from φ = 0, and that they are all unstable initially. It is possible

for them to become stable for larger φ (at pitchfork bifurcations). The conditions for

stable rolls are given in Table 3.1; these can be obtained from (3.14) using the equation

µj = Ajφ
2. Note that R1 rolls are always stable for φ large enough, while R2 and R3

may or may not become stable.

For the hexagons, there are two qualitatively different cases, depending on θ. The

case θ = 0◦ (corresponding to A1 = A2), illustrated in Figure 3.8(a), is special. In this

case the hexagon branch joins onto an unstable branch of ‘mixed modes’, which then

connects back to the R12 branch; there is always hysteresis between rolls and hexagons

for this value of θ. The general case is θ 6= 0 (or A1 6= A2), corresponding to Figures

3.8(b)–3.8(d). Here the hexagons always connect to the R1 branch at the point where the

latter becomes stable (this is the pitchfork bifurcation φ = φpf in the notation of Table

3.1). This pitchfork can be either supercritical (Figure 3.8c) or subcritical (Figures

3.8b and 3.8d). In the supercritical case, there is no possibility of hysteresis, but in

the subcritical case, the hexagon branch turns around at a saddle-node bifurcation, and

there is hysteresis between rolls and hexagons. We have not been able to find analytically

the position of this saddle-node bifurcation, and so we cannot give a formula for the

‘amount’ of hysteresis, i.e. the width of the interval in φ for which there is bistability,

although we find that this interval tends to be widest when β is small (close to 1), or

when the three Aj are close together in value.

In the specific case of θ = 30◦ (where A2 = 1), we can determine analytically whether

the bifurcation is supercritical or subcritical. First compute Ac by the following formula:

1

Ac

= β +
2(1 + β − 2β2)

2β +
√

2β + 2
. (3.15)

If Ac is negative, then the bifurcation is subcritical. If Ac is positive, then the bifurcation

is supercritical for A1 > Ac, or subcritical for A1 < Ac. (The derivation of this condition

is given in Appendix C.)

Bifurcation diagrams varying both r and φ

Finally we consider the general case where both r and φ are allowed to vary simultane-

ously. For simplicity we restrict our results to the cases θ = 0◦ and θ = 30◦. In such

cases two of the µj will be equal; for example, we might have µ1 = µ2 = µ, so that the
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Figure 3.9: Diagrams showing the stability regions of rolls (R), hexagons

(H) and the trivial (equilibrium) solution (E) as functions of r and φ, for

(a) β = A1 = A2 = 3, corresponding to θ = 0◦; (b) β = 4, A1 = 1.5, A2 = 1,

corresponding to θ = 30◦.
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R1’ near the bottom-right; this in fact extends upwards and leftwards all the

way to the r–axis, although it does become extremely narrow as φ→ 0.
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two bifurcation parameters are µ and µ3. These can be related to our parameters r and

φ by a simple change of variables. In such cases, Malomed et al. (1994) give plots of

the stability regions in the µ-µ3 plane. We can easily convert their results to the new

coordinate system defined by r and φ and thus produce diagrams of the stability regions

of the various solutions in terms of r and φ. See Figure 3.9, and also Figure 3.10, which

is an enlargement of part of Figure 3.9(b).

The basic features of the diagrams are essentially independent of the parameters;

although the sizes and positions of the stability regions can change, the topology seems

to remain unaltered. We see rolls for large r or large φ, with a region of stable hexagons

for low φ and intermediate r. In addition there is typically an area somewhere in

parameter space of bistability between rolls and hexagons, indicating that hysteresis is

a generic possibility, at least for some paths through parameter space.

Note that the bifurcation diagrams shown previously can be related to the graphs

of Figure 3.9. For example, the diagrams of section 3.3.2, corresponding to the work

of Matthews (1998), correspond on Figure 3.9 to moving upwards along the line φ = η

(where η is a small positive constant), a vertical line slightly to the right of the r-axis.

Moving along this path on Figure 3.9(a), which corresponds to θ = 0◦, would give the

bifurcation diagram shown in Figure 3.7 (top panel). For Figure 3.9(b), corresponding

to θ = 30◦, the middle panel of Figure 3.7 would result. Note that in both cases the

sequences of stable and unstable patterns shown in our diagram (Figure 3.9) agree with

the work of Matthews (1998) (Figure 3.7). In the latter case, this is perhaps more

difficult to see because of the small region near onset where rolls can be stable, visible

on Figure 3.7 (middle panel) near λ1 = δ. On our diagram (Figure 3.9b) this in fact

corresponds to the narrow wedge marked ‘H , R1’ which actually extends leftwards all

the way to the φ-axis; this can hopefully be seen more clearly on the enlargement shown

in Figure 3.10.

The bifurcation diagrams of section 3.3.2, in which r = 0 and φ was varied, of course

correspond to moving along the horizontal line r = 0 on Figure 3.9. On Figure 3.9(a),

this line moves from the region ‘H ’, to ‘H , R12’, and finally to ‘R12’; therefore, there is

hysteresis between rolls and hexagons. Indeed there will always be such hysteresis, no

matter what path one takes through parameter space, because the only way to move

from region ‘H ’ to region ‘R12’ is via the region of bistability (except for the non-generic

case in which one moves through the codimension-2 point at the very bottom right of

the ‘H ’ region).
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Figure 3.11: The wavevectors (kj) and corresponding complex amplitudes

(zj and wj) used for the oscillatory hexagonal model. The arrows represent

the direction of travel of each mode. As before, the direction of tilt of the

magnetic field will be in the x–direction.

By contrast, on Figure 3.9(b), there are two distinct routes from the tongue-shaped

‘H ’ region to the ‘R1’ region. One involves going through the ‘side’ of the tongue, up

and into the ‘H , R1’ region, and then into the ‘R1’ region. The other route goes through

the ‘tip’ of the tongue at the far right-hand side, and thus goes directly into the ‘R1’

region without any hysteresis or bistability in between. Now, with the parameter values

as chosen in Figure 3.9(b), the line r = 0 takes the former route, going via a region

of bistability before finally reaching the region where only rolls are stable. However, if

different parameters are chosen, then the regions can shift around in such a way that

the line r = 0 moves through the ‘tip’ of the tongue rather than its ‘side’; this would

correspond to the supercritical case mentioned in section 3.3.2, and there would be no

hysteresis in this case. However, note that the region of bistability still exists – it has

just been moved up to a higher value of r. Therefore, hysteresis could still be seen

for these values of A1 and β, but one would have to move on a different path through

parameter space, e.g. by varying φ and fixing r, not at zero, but at some appropriate

positive value; or indeed by fixing φ, at an appropriate value, and varying r.

3.4 Oscillatory bifurcation on a hexagonal lattice

For small ζ (and sufficiently large Q), the initial bifurcation to convection is oscillatory

rather than steady. This means that the representation (3.2) must be used instead of

(3.1) for our solutions (with N = 3 for the hexagonal lattice). The six modes, with

complex amplitudes zj and wj (j = 1, 2, 3), are shown in Figure 3.11.

Using the same approach as before, we can determine the most general set of am-
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plitude equations for these six modes that are consistent with the symmetries of the

problem. In the case of a vertical field, the relevant symmetry group is (T 2
⋊D6)× S1.

(T 2 and D6 have the same meanings as before; the extra symmetry S1 corresponds to

a time shift symmetry, which essentially comes about because t now explicitly appears

in the representation (3.2)). The amplitude equations consistent with this symmetry

group are (Roberts et al., 1986):

ż1 = [µ+ a|z1|2 + b|w1|2 + c(|z2|2 + |z3|2) + d(|w2|2 + |w3|2)]z1 + f(z2w2 + z3w3)w̄1

(3.16)

ż2 = [µ+ a|z2|2 + b|w2|2 + c(|z3|2 + |z1|2) + d(|w3|2 + |w1|2)]z2 + f(z3w3 + z1w1)w̄2

(3.17)

ż3 = [µ+ a|z3|2 + b|w3|2 + c(|z1|2 + |z2|2) + d(|w1|2 + |w2|2)]z3 + f(z1w1 + z2w2)w̄3

(3.18)

ẇ1 = [µ+ a|w1|2 + b|z1|2 + c(|w2|2 + |w3|2) + d(|z2|2 + |z3|2)]w1 + f(z2w2 + z3w3)z̄1

(3.19)

ẇ2 = [µ+ a|w2|2 + b|z2|2 + c(|w3|2 + |w1|2) + d(|z3|2 + |z1|2)]w2 + f(z3w3 + z1w1)z̄2

(3.20)

ẇ3 = [µ+ a|w3|2 + b|z3|2 + c(|w1|2 + |w2|2) + d(|z1|2 + |z2|2)]w3 + f(z1w1 + z2w2)z̄3

(3.21)

Here, µ is the (complex) linear growth rate, and a, b, c, d and f are complex constants.

Note that there are no quadratic terms in the oscillatory case, even when the up-down

symmetry is broken. (This is a consequence of the extra time shift symmetry.)

Roberts et al. (1986) found eleven branches of solutions to these equations, which

are listed in Table 3.2. Note that not all of these solutions will be found to be stable in

our model (more on this below).

Figures 3.12 and 3.13 show graphical depictions of some of the solutions. These plots

are obtained from the six amplitudes by using equation (3.2). Note that the solutions

are functions of time: for the solutions shown in Figure 3.12, the only time-dependence

is that the pattern travels with a constant speed, while for the patterns in Figure 3.13,

there is a more complicated time-dependence and we have plotted snapshots at various

time points. The time is expressed in units such that the period of the solution is 1.

Only the first half of this period is plotted; the second half (from t = 1/2 to t = 1) is

the same as the first half (from t = 0 to t = 1/2), but with a sign change.
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Solution Label Amplitudes

oscillating triangles OT (r, r, r, 0, 0, 0)

standing hexagons SHe (r, r, r, r, r, r)

standing rectangles SRe (0, r, r, 0, r, r)

standing regular triangles SRT (r, r, r,−r,−r,−r)
standing rolls SRo (r, 0, 0, r, 0, 0)

travelling rectangles (1) TRe1 (r, 0, r, 0, 0, 0)

travelling rectangles (2) TRe2 (r, 0, 0, 0, 0, r)

travelling rolls TRo (r, 0, 0, 0, 0, 0)

twisted rectangles TwRe (r, re2πi/3, re4πi/3, r, re2πi/3, re4πi/3)

wavy rolls (1) WR1 (r, 0, r, r, 0,−r)
wavy rolls (2) WR2 (r, re2πi/3, re4πi/3,−r,−re2πi/3,−re4πi/3)

Table 3.2: The solutions found by Roberts et al. (1986) to equations (3.16)–

(3.21), together with typical values for the amplitudes (z1, z2, z3, w1, w2, w3)

(r represents a real number).

TRo TRo TRo TRe1

Figure 3.12: Solutions to equations (3.16)–(3.21). The TRo travel in a

direction perpendicular to the roll axes; the TRe1 branch shown travels in

the x-direction.
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OT

t = 0 t = 1/12 t = 2/12

t = 3/12 t = 4/12 t = 5/12

SRo

t = 0 t = 1/8 t = 2/8 t = 3/8

WR1

t = 0 t = 1/16 t = 2/16 t = 3/16

t = 4/16 t = 5/16 t = 6/16 t = 7/16

Figure 3.13: Solutions to equations (3.16)–(3.21).
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3.4.1 An additional solution branch

In finding the above solutions, Roberts et al. (1986) used the equivariant Hopf theorem,

which is an effective method, although it has the drawback that it is not guaranteed

to find all possible solutions. We have taken a more elementary approach, simply by

inspecting the equations in various cases (the full details are given in Appendix C).

Our method still does not find all possible solutions, but we do find the eleven solution

branches found by Roberts et al. (1986), plus one additional solution. This new solution

does not have a one-complex-dimensional fixed point subspace, which is why it was not

encountered by Roberts et al. (1986).

This new solution has the following form:

z1 = z2 6= 0; w3 6= 0; z3 = w1 = w2 = 0 (3.22)

|z1|2 =
µr(dr − ar)

a2
r − 2d2

r + arcr
(3.23)

|w3|2 =
µr(2dr − ar − cr)

a2
r − 2d2

r + arcr
(3.24)

d

dt
(arg z1) = µi + (ai + ci)|z1|2 + di|w3|2 (3.25)

d

dt
(argw3) = µi + ai|w3|2 + 2di|z1|2. (3.26)

These equations, together with stability criteria for the solution, are derived in Ap-

pendix C. Unfortunately it is not possible to write down the stability conditions in a

simple form; however, it is a straightforward matter to compute the stability eigenvalues

numerically. We have found that the solution is often unstable, but it is stable for (at

least) the following choice of parameters: a = −1, b = −1.5, c = −0.2, d = −0.3 and

f = −0.1 (for which |z1| = |z2| = 0.828
√
µr and |w3| = 0.767

√
µr). We have confirmed

this result by numerically solving (3.16)–(3.21) as an initial value problem; one such run

is shown in Figure 3.14, which demonstrates the existence and stability of the solution

in this case.

The solution in this case is shown in Figure 3.15. Note that it resembles the oscillating

triangle solution, albeit with a slight asymmetry (since |z1| and |w3| take slightly different

values). The difference is that as well as oscillating between regular hexagons and regular

triangles, the new solution also appears to drift (upwards and rightwards in the case

shown in Figure 3.15). The other main difference is that the OT solution oscillates

between hexagons and triangles much more quickly (in fact, three times more quickly)
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Figure 3.14: Numerical solution of (3.16)–(3.21), illustrating the existence

and stability of the new solution branch. The six amplitudes |z1|, |z2|, |z3|,
|w1|, |w2| and |w3| are plotted against time. (The parameters were: a = −1,

b = −1.5, c = −0.2, d = −0.3 and f = −0.1, with µ = 1.)
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Figure 3.15: The new ‘drifting oscillating triangles’ solution.
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than this new solution does, as can be seen by comparing the relevant figures. (In terms

of symmetries, the oscillating triangles have a spatiotemporal symmetry consisting of

a time shift of 1/3 of the total period together with a translation; the new ‘drifting

oscillating triangles’ actually have no spatiotemporal symmetries.)

We have not considered what happens to this solution when the equations are trun-

cated at higher order than third order. A version of equations (3.27)–(3.32) truncated at

fifth order, instead of third, is given by Roberts et al. (1986) (see their Proposition 2.2).

These equations contain non-zero terms at fifth order in the equations for ż3, ẇ1 and ẇ2

(these are the three variables that are zero in our third-order solution). Therefore, the

solution at higher order will have small (rather than identically zero) values for z3, w1

and w2; this might cause the solution to have slightly different properties (although we

have not investigated this in detail).

The reason that Roberts et al. (1986) did not find this new solution branch is that

it does not have maximal isotropy. In fact, the only symmetry possessed by the new

solution is the reflection symmetry that exchanges z1 and z2, and w1 and w2. None of

the other elements of D6 are symmetries, nor are there any spatiotemporal symmetries.

Therefore the isotropy subgroup of this solution is just Z2. The corresponding fixed

point set is (z1, z2, z3, w1, w2, w3) = (p, p, q, r, r, s) (where p, q, r and s are arbitrary

complex numbers) which is 4-D complex; a 1-D complex fixed point set would have

been needed for the solution to be detectable via the usual methods (the equivariant

Hopf theorem).

3.4.2 Weakly broken symmetry

We would now like to investigate non-vertical magnetic fields, and we (once again) do

this by weakly breaking the isotropy, introducing a small tilt angle φ. As before, we
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break the symmetry in the linear terms only, leading to:

ż1 = [µ1 + a|z1|2 + b|w1|2 + c(|z2|2 + |z3|2) + d(|w2|2 + |w3|2)]z1 + f(z2w2 + z3w3)w̄1

(3.27)

ż2 = [µ2 + a|z2|2 + b|w2|2 + c(|z3|2 + |z1|2) + d(|w3|2 + |w1|2)]z2 + f(z3w3 + z1w1)w̄2

(3.28)

ż3 = [µ3 + a|z3|2 + b|w3|2 + c(|z1|2 + |z2|2) + d(|w1|2 + |w2|2)]z3 + f(z1w1 + z2w2)w̄3

(3.29)

ẇ1 = [µ′
1 + a|w1|2 + b|z1|2 + c(|w2|2 + |w3|2) + d(|z2|2 + |z3|2)]w1 + f(z2w2 + z3w3)z̄1

(3.30)

ẇ2 = [µ′
2 + a|w2|2 + b|z2|2 + c(|w3|2 + |w1|2) + d(|z3|2 + |z1|2)]w2 + f(z3w3 + z1w1)z̄2

(3.31)

ẇ3 = [µ′
3 + a|w3|2 + b|z3|2 + c(|w1|2 + |w2|2) + d(|z1|2 + |z2|2)]w3 + f(z1w1 + z2w2)z̄3

(3.32)

Recall that once φ becomes non-zero, the orientation of the lattice is important. For

simplicity, we have restricted ourselves to one particular orientation, as illustrated in

Figure 3.11. We have picked k1 to lie on the x-axis; this corresponds to perpendicular

rolls, which are the most unstable mode for small φ (as shown in the previous chapter),

so we are including the most unstable mode plus five other modes. We then have the

following form for the growth rates for small r and small φ:

µ1 = γr − αφ (3.33)

µ2 = µ3 = γr + βφ (3.34)

µ′
1 = γr + αφ (3.35)

µ′
2 = µ′

3 = γr − βφ (3.36)

where α, β and γ are complex constants. Here we have scaled both r and φ as O(ǫ) and

expanded the growth rates to first order in ǫ. All the terms in equations (3.27)–(3.32)

are now of order ǫ3.

Before proceeding, we briefly discuss the effects that the symmetry-breaking has on

the solutions. As in the steady case, once the symmetry is broken we find that many of

the solution branches ‘split’ into two or more separate branches, that previously were

related by symmetry, but now are genuinely different solutions. These are summarized in

Table 3.3. For example, there are now four different branches of travelling rolls (labelled
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Solution Label Amplitudes

travelling rolls TRo(a) (0, 0, 0, x, 0, 0)

TRo(b) (0, x, 0, 0, 0, 0) or (0, 0, x, 0, 0, 0)

TRo(c) (0, 0, 0, 0, x, 0) or (0, 0, 0, 0, 0, x)

TRo(d) (x, 0, 0, 0, 0, 0)

standing rolls SRo(a) (x, 0, 0, y, 0, 0)

SRo(b) (0, x, 0, 0, y, 0) or (0, 0, x, 0, 0, y)

travelling rectangles (1) TRe1(a) (0, x, x, 0, 0, 0)

oscillating triangles OT(a) (0, 0, 0, x, y, y)

OT(b) (x, y, y, 0, 0, 0)

wavy rolls (1) WR1(a) (0, x, x, 0, y, y)

Table 3.3: The solutions found to equations (3.27)–(3.32) and typical forms

of the amplitudes (|z1|, |z2|, |z3|, |w1|, |w2|, |w3|) in each case. (Here, x and y

represent real numbers. More details on the exact form of each solution

branch can be found in Appendix C.) Only solutions that are found to be

stable (in the analysis below) have been shown. Note that there are multiple

forms of some of the solution branches, because of the asymmetry; these

different forms have been indicated by lower-case letters, e.g. TRo(a–d).
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‘a’–‘d’), instead of just one. (There are not six, one for each zj and each wj, because we

still have the y → −y reflection symmetry; for example, ‘z2-rolls’ and ‘z3-rolls’ are still

equivalent, but they are different to ‘z1-rolls’.)

Figure 3.16 shows graphically how the symmetry breaking changes the appearance

of some of the solution branches (compare this to Figure 3.13). Here we have broken

the symmetry by taking |zj | and |wj| each to be slightly different, as follows: |w1| = 1.6,

|z2| = |z3| = 1.3, |w2| = |w3| = 1.0, and |z1| = 0.7. (These values are to be substituted in

place of x and y in Table 3.3.) The values have been chosen arbitrarily; they are intended

purely to illustrate how the solutions change when the amplitudes are no longer all equal.

For SRo, the asymmetry means that the solution does not return to the ‘zero’ state

at t = 2/8 as it did before. For OT(a), the solutions start to look a little more like a

perpendicular roll pattern (because of the dominance of that particular roll mode). For

WR1, the solution no longer reaches a ‘pure’ roll state at each end of the oscillation.

Note also that the asymmetry has no effect on the TRo or TRe1 solutions.

Returning to our amplitude equations, we can rescale φ and r to ensure that αr =

γr = 1, leaving βr, αi, βi and γi as free parameters. We can also rescale time and

the amplitudes to remove two degrees of freedom from the choices of a, b, c, d and f .

Thus there are effectively 12 undetermined coefficients in the problem as well as the

parameters r and φ.

The coefficients a, b, c, d and f present a problem, since they represent five complex

parameters whose values cannot be determined from symmetry arguments alone. How-

ever, Clune and Knobloch (1994) have performed a perturbation analysis of the equa-

tions for Boussinesq magnetoconvection, using a vertical field and illustrative boundary

conditions (magnetic field constrained to be vertical at top and bottom), and found the

values of these coefficients for a wide range of Q, ζ and σ values.

Therefore, our approach will be to look at the patterns found by Clune and Knobloch

(1994) to occur in magnetoconvection, and see how these change as one introduces a

slightly tilted field. The most common pattern that they find is OT, and there are

large regions of parameter space where this is the only stable solution. There are also

fairly large regions where TRo are the only stable solution, and where OT and SRo are

simultaneously stable.

Now suppose, for example, that we are in a situation where OT are the only stable

pattern when φ = 0, and we want to know what happens as φ is increased above zero.

To answer this we need to choose a set of values for a, b, c etc. that would lead to
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SRo(a)

t = 0 t = 1/8 t = 2/8 t = 3/8

OT(a)

t = 0 t = 1/12 t = 2/12

t = 3/12 t = 4/12 t = 5/12

WR1(a)

t = 0 t = 1/16 t = 2/16 t = 3/16

t = 4/16 t = 5/16 t = 6/16 t = 7/16

Figure 3.16: Solutions to equations (3.27)–(3.32).

96



Stable solutions

Case a b c d f in symmetric case

(a) −1.5 + 2i −3 + 2.2i −3 + 0.5i −3 + 0.8i −1 − 2i TRo

(b) −10 −9.6 −1 −9.5 −4.2 OT

(c) −3 − 1.1i −1.5 + 0.3i −1.7 + 0.7i −4 + i −1.8 + i SRo & OT

Table 3.4: The values chosen for the nonlinear coefficients a, b, c, d and f .

such a situation. Unfortunately, this choice is far from unique; there are many such sets

of values that would give OT as the only stable pattern when φ is zero. We can only

repeat our analysis for several different sets of parameter values, each having OT stable

at φ = 0, and try to determine which features of our results are robust. This can of

course be done for other situations as well – we will also look at the cases where TRo are

the only stable solution for φ = 0, and where SRo and OT are the only stable solutions

for φ = 0.

One must also choose values for α, β and γ. We have chosen to investigate the

particular values βr = 0.65, αi = 0.5, βi = 0.7, γi = 0 in detail. These have been chosen

arbitrarily, but they illustrate the typical behaviour; the effects of changing these values

will be discussed (briefly) below.

The results, showing the existence and stability regions for the various patterns, are

shown in Figure 3.17. The values of the coefficients a, b, c, d and f that were used in

each case are given in Table 3.4. The boundaries of the existence and stability regions

are always radial lines through the origin. It can be seen that for small φ (or large

r), the stable patterns are the same as in the symmetric problem (as required), but

for larger tilt angles new patterns can be made to appear. Generally speaking, one

finds that TRo(a) usually become stable for the larger values of φ. Note that TRo(a)

corresponds to perpendicular rolls, which are the preferred mode in linear theory for φ

below the Lifshitz point. (The model in this section is valid only for small tilt angles,

as has already been discussed. Therefore we never get into the regime where either

oblique or parallel rolls become preferred in linear theory.) We also find that TRe1(a)

are often (but not always) stable for large φ, a situation illustrated by cases (b) and (c).

In addition, when SRo and OT are both stable for small φ, illustrated by case (c), wavy

rolls of the first kind (WR1) can be stable for some regions of parameter space.
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R−Rc

φ

E

TRo(a)
TRo(b)
TRo(c)
TRo(d)

(a)

R−Rc

φ

E

TRo(a)
TRe1(a)

OT(a)
OT(b)

(b)

R−Rc

φ

TRe1(a)
SRo(b)

E

TRo(a)

OT(a)
SRo(a)
OT(b)

WR1(a)

(c)

Figure 3.17: Results for the oscillatory hexagonal model. The coloured arcs

represent the different solution branches; solid lines indicate a region where

there is a stable solution, and dashed lines indicate an unstable solution. (The

radial lines represent the bifurcations.) See text for further explanation.
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Figure 3.18: The four modes included in the rhombic lattice (showing the

wavevectors and corresponding complex amplitudes). Note that the magnetic

field is tilted in the x-direction (as usual).

Figures 3.17(a–c) were each produced with particular choices for the coefficients. We

have, as explained above, also tried different values of the various parameters in order

to check the robustness of the results. In cases where TRo are the only stable pattern at

φ = 0, it appears that the qualitative picture of Figure 3.17(a) is always found, whatever

the particular parameter values chosen. In other cases, there can be some changes. The

set of possible stable patterns always seems to remain the same, with the exception of

TRe1(a), which was found to be stable only in certain cases. However, the exact position

of the bifurcation lines, and indeed the order in which those bifurcations are encountered

as one moves around the origin, can vary depending on the precise parameter values

chosen.

3.5 Oscillatory bifurcation on a rhombic lattice

Our final piece of work in this chapter will be to consider the oscillatory problem on a

rhombic lattice instead of a hexagonal one. See Figure 3.18. The motivation for this

choice of lattice comes from the linear theory, and in particular to the regime where

oblique rolls are preferred. A rhombic lattice can include the two preferred modes (rep-

resented by z1 and z2) as well as their counterparts travelling in the opposite directions

(represented by w1 and w2).

3.5.1 The symmetric case

The problem of oscillatory (Hopf) bifurcation on a rhombic lattice has been considered

before, by Silber et al. (1992). Their work was motivated by studies of nematic liquid

crystals, but it is not restricted only to liquid crystals; rather, it can be applied to

any system possessing the same symmetries. (The problem has the symmetry group

T 2
⋊ D2, which consists of x and y translations plus the discrete symmetries of the
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rhombic lattice.)

Silber et al. (1992) obtained the following equations, truncated at third order, for

the evolution of the amplitudes z1, z2, w1 and w2:

ż1 = µz1 + (a|z1|2 + b|w2|2 + c|w1|2 + d|z2|2)z1 + fw2z2w̄1 (3.37)

ż2 = µz2 + (a|z2|2 + b|w1|2 + c|w2|2 + d|z1|2)z2 + fw1z1w̄2 (3.38)

ẇ1 = µw1 + (a|w1|2 + b|z2|2 + c|z1|2 + d|w2|2)w1 + fw2z2z̄1 (3.39)

ẇ2 = µw2 + (a|w2|2 + b|z1|2 + c|z2|2 + d|w1|2)w2 + fw1z1z̄2 (3.40)

The coefficient µ is the (complex) linear growth rate. The coefficients a, b, c, d and

f are also complex, and depend on the physical properties of the system; their values

cannot be determined by symmetry arguments alone.

These five undetermined complex coefficients are problematic, since they essentially

represent ten free parameters in the model. Fortunately, however, there is a limit in

which some of them can be eliminated; this occurs when the angle of obliquity of the

oblique rolls is small, i.e. the angle of the wavevectors k1 and k2 to the x–axis is small.

This situation occurs close to the so-called Lifshitz point, the point where oblique rolls

first appear (see previous chapter). In such circumstances an oblique roll can be repre-

sented as a slow modulation of a perpendicular roll.

Silber et al. (1992) performed a calculation using exactly this method, writing a

general superposition of leftward- and rightward-travelling rolls as

ǫ1/2[A(X, Y, T )ei(kx−ωt) +B(X, Y, T )ei(−kx−ωt)] + c.c. (3.41)

(to lowest order in ǫ), where the scalings are X = ǫ1/2x, Y = ǫ1/4y and T = ǫt, and

ǫ is a small parameter, proportional to the distance from the Hopf bifurcation. Here,

solutions independent of Y indicate perpendicular rolls, while solutions depending on

both X and Y indicate perpendicular rolls.

Using the symmetries of the problem, Silber et al. (1992) obtain the following evo-

lution equations for A and B:

∂A

∂T
= c

∂A

∂X
+ d

∂2A

∂X2
+ s

∂2A

∂Y 2
+ g

∂3A

∂X∂Y 2
− h

∂4A

∂Y 4
+ rA

+ α(|A|2 + |B|2)A+ β|A|2A (3.42)

∂B

∂T
= −c ∂B

∂X
+ d

∂2B

∂X2
+ s

∂2B

∂Y 2
− g

∂3B

∂X∂Y 2
− h

∂4B

∂Y 4
+ rB

+ α(|B|2 + |A|2)B + β|B|2B, (3.43)
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where c and r are real and all other coefficients are complex. The trivial solution

(A = B = 0) is unstable to perturbations with wavevector (Qc, Pc) if r > rc, where

Qc = 0, Pc = 0, rc = 0 if sr > 0

Qc =
giP

2
c

2dr
, P 2

c =
2drsr

g2
i − 4hrdr

, rc =
srP

2
c

2
< 0 if sr < 0

(3.44)

Therefore, we see that the Lifshitz point is represented by sr = 0. In other words, sr

depends on φ, with sr > 0 if φ is below the Lifshitz point, where perpendicular rolls are

found, while sr < 0 if φ is above the Lifshitz point, where oblique rolls are found. (Note

that we must assume 4hrdr > g2
i in order for the model to give oblique solutions.)

In the oblique case (sr < 0), we can relate the equations for A and B back to the

amplitudes z1, z2, w1 and w2 by making the following substitution:

A = eiQcX [z1(T )eiPcY + z2(T )e−iPcY ] (3.45)

B = e−iQcX [w2(T )eiPcY + w1(T )e−iPcY ] (3.46)

If higher order harmonics are neglected, then first order ODEs can be obtained for the

four complex amplitudes. These are of the form of (3.37)–(3.40) (as indeed they must

be by symmetry arguments), but this time we know the values of the coefficients a, b,

c, d and f (in terms of α and β), as follows:

d = 2a = 2(α+ β), c = f = b = α. (3.47)

It may seem that we are no better off, since we still do not know the values of α and

β. However, by using (3.47) we can in fact eliminate c, d, and f from (3.37)–(3.40) in

favour of a and b.

Therefore, by assuming that we are close to the Lifshitz point (φ only just above φc),

the problem is greatly simplified, since in this limit there are only two undetermined

coefficients instead of five.

3.5.2 Weakly broken symmetry

The problem considered so far contains a left-right reflection symmetry, which is valid

for a vertical magnetic field, but not for an inclined one. As usual, we will deal with

this by weakly breaking the symmetry; we write µ′ instead of µ in equations (3.39) and

(3.40), while leaving equations (3.37) and (3.38) unchanged. As before, the nonlinear

coefficients are not modified. If we assume that we are close to the Lifshitz point, so
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that (3.47) applies, then we are left with the following system of equations:

ż1 = µz1 + (a|z1|2 + b|w2|2 + b|w1|2 + 2a|z2|2)z1 + bw2z2w̄1 (3.48)

ż2 = µz2 + (a|z2|2 + b|w1|2 + b|w2|2 + 2a|z1|2)z2 + bw1z1w̄2 (3.49)

ẇ1 = µ′w1 + (a|w1|2 + b|z2|2 + b|z1|2 + 2a|w2|2)w1 + bw2z2z̄1 (3.50)

ẇ2 = µ′w2 + (a|w2|2 + b|z1|2 + b|z2|2 + 2a|w1|2)w2 + bw1z1z̄2 (3.51)

We now consider conditions under which the assumption of weakly broken symmetry

is valid. Note that we cannot use our previous tactic of assuming small φ; this is because

we have already assumed that we are near to the Lifshitz point, which corresponds

to taking φ just above the value where oblique rolls first appear, a value that is not

necessarily small.

Instead, we recall that with our choice of boundary conditions, there is a left-right

reflection symmetry in the problem when κ does not vary with depth, even when φ is

non-zero. Therefore, if we take δ to be some measure of |dκ/dz|, then the symmetry-

breaking will be proportional to δ. If we also take r to be the bifurcation parameter

(R− Rc)/Rc, then we have the following form for µ and µ′ (at lowest order):

µ = r − δ; µ′ = r + δ. (3.52)

The obvious scaling to take is r ∝ ǫ2, δ ∝ ǫ2, with |zj| and |wj| of order ǫ. All terms in

(3.48)–(3.51) are then of the same order, ǫ3. Symmetry breaking in the nonlinear terms

would only appear at higher orders, as required for consistency.

Note also that we can eliminate some of the parameters in these equations by making

suitable rescalings. Firstly, either µr or µ′
r may be scaled arbitrarily (by a positive factor),

which means that only the ratio µ′
r/µr is important. Secondly, either ar or br (but not

both) could be scaled to ±1 without loss of generality.

3.5.3 Results

We have looked for solutions to equations (3.48)–(3.51) in which the amplitudes remain

constant (although the phases will vary with time). The results are shown in Table 3.5.

Many of these branches were found analytically, with the remainder being computed

numerically auto. Details of the derivations leading to Table 3.5 are given in Appendix

C. The patterns are essentially the same as those found by Silber et al. (1992). The

differences are that the solutions are slightly distorted in some cases by the presence
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Name of solution Solutions for (z1, z2, w1, w2) Stability

conditions

rightward-travelling |z1|2 = −µr/ar ar < 0

rolls (TRoR)* d/dt(arg z1) = µi + ai|z1|2 µ′
r/µr < br/ar

z2 = w1 = w2 = 0

perpendicular travelling |z1|2 = (µ′
rbr − µrar)/(a

2
r − b2r ) ar < 0

rectangles (TRe⊥) |w2|2 = (µrbr − µ′
rar)/(a

2
r − b2r ) |ar| > |br|

d/dt(arg z1) = µi + ai|z1|2 + bi|w2|2

d/dt(argw2) = µ′
i + ai|w2|2 + bi|z1|2

z2 = w1 = 0

rightward-travelling |z1|2 = |z2|2 = µr/− 3ar Always

rectangles (TReR)* d/dt(arg z1) = d/dt(arg z2) = µi + 3ai|z1|2 unstable

w1 = w2 = 0

standing rolls (SRo) |z1|2 = (µ′
rbr − µrar)/(a

2
r − b2r ) ar < 0

|w1|2 = (µrbr − µ′
rar)/(a

2
r − b2r ) |ar| > |br|

d/dt(arg z1) = µi + ai|z1|2 + bi|w1|2 |a| > |b|
d/dt(argw1) = µ′

i + ai|w1|2 + bi|z1|2

standing rectangles (SRe) |z1| = |z2|, |w1| = |w2|,
arg z1 − arg z2 + argw1 − arg z2 = 0

alternating rolls (ARo) |z1| = |z2|, |w1| = |w2|,
arg z1 − arg z2 + argw1 − arg z2 = 0

*There also exist leftward-travelling versions of these solutions (TRoL and TReL), which

may be obtained by exchanging z1 ↔ z2, w1 ↔ w2 and µ↔ µ′.

Table 3.5: The solutions found to equations (3.48)–(3.51), and their stabil-

ity conditions (all of the listed conditions must be satisfied for the solution to

be stable). Note that the SRe and ARo solutions were computed numerically

with auto, hence the precise forms of the solutions and stability conditions

are not listed in the table.

103



of asymmetry, and that there are sometimes two copies of each solution, one travelling

left and one travelling right (whereas previously, these would have been related by

symmetry). These separate left-going and right-going branches have been indicated by

adding a superscript L or R where appropriate.

Figure 3.19 shows some of these patterns in graphical form. (We have taken the

wavevectors kj to be at an angle of 15◦ to the x-axis in this picture.) The figure shows

patterns both in the symmetric case (with all amplitudes equal) and in an asymmetric

case (where the |wj| have been taken to be 40% larger than the |zj |). The first row shows

patterns which travel uniformly with time; TRo travel either left or right, while TRe⊥

travel up or down (i.e. in the y-direction). The rest of the figure shows ARo, which

have a more complicated time evolution. The ARo are essentially the same as the WR1

from the oscillatory hexagonal model (the only difference is that the angle between the

constituent wavevectors is different).

Figure 3.20 shows our results for the existence and stability of the various solution

branches in the different regions of the µr-µ
′
r plane. Note that only the ratio µ′

r/µr is

important, so the regions are always sectors emanating from the origin, which have been

represented by arcs on the diagrams. A solid (dashed) arc indicates the existence of a

stable (unstable) solution. There are three cases (a)–(c) depending on ar and br: case (a)

applies when |br| < |ar|, case (b) when |ar| < |br| < 3|ar|, and case (c) when |br| > 3|ar|.
In case (b), although the existence region of ARo can be calculated analytically, the

stability region must be found numerically (it depends on all parameters including ai

and bi). In particular we cannot say explicitly whether the stability boundary will be

inside or outside the sector AOB (this is represented by diagrams (b)(i) and (b)(ii)).

Finally diagram (d) is not a separate case but rather shows some additional solution

branches, which exist in all three cases, but are always unstable.

The diagram can be interpreted by observing that if κ is constant (the symmetric

case) then we are on the forty-five degree line µr = µ′
r. Increasing the Rayleigh number

corresponds to moving towards the top right. If we increase the variability of κ we

move towards the top left, if κ decreases with depth, or the bottom right, if κ increases

downward. (Recall that in our model, κ decreased downward so µ′
r > µr is the relevant

part of the diagram.) For example in case (a) we would see TRe⊥ and SRo for weakly

varying κ, while for more strongly varying κ we would see only leftward-travelling rolls.

In addition to the solutions of Table 3.5, one or two other solution branches were

found with auto. These had all four amplitudes (|z1|, |z2|, |w1| and |w2|) unequal
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TRo TRo TRe⊥ (symmetric) TRe⊥ (asym.)

ARo

(sym.)

t = 0 t = 1/16 t = 2/16 t = 3/16

t = 4/16 t = 5/16 t = 6/16 t = 7/16

ARo

(asym.)

t = 0 t = 1/16 t = 2/16 t = 3/16

t = 4/16 t = 5/16 t = 6/16 t = 7/16

Figure 3.19: Patterns in the rhombic model.
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(a)

ARo

TRe

TRo

TRo
L

R
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ARo

TRo

TRo
L

R

ARo

TRo

TRo
L

R

SRo

(a) |b
(b) |a
(c) |b
(d) Additional solutions (always
unstable) that occur in all three cases.

The radial lines are labelled as follows:

r| < |a

r| < |b

r| > 3|a
| < 3|ar |

r|

r

r |

SRo

Figure 3.20: Regions of existence and stability of the various patterns in

the µr–µ
′
r plane. Solid (dashed) curves indicate stable (unstable) solutions.

See text for further explanation.
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and non-zero. For example, solution branches of this kind were found that connected

together the (unstable) standing rectangle branch and the travelling roll solutions. In

some cases there were even solutions in which the amplitudes |zj| and |wj| were periodic

functions of time. However, all of these more complicated solution branches were found

to be unstable (at least for the cases we considered), so they are not discussed further

here.

3.5.4 Comparison with results below the Lifshitz point

The results above apply to the oblique roll regime (above the Lifshitz point). However,

the model (3.42)–(3.43) also applies below the Lifshitz point, i.e. when φ < φ0, if we

choose sr > 0 instead of sr < 0. It is instructive to compare the results in the two

different cases, since this illustrates how the solutions will change as φ is increased

through φ0, from the perpendicular into the oblique roll regime. (See also Figure 9 of

Silber et al. 1992.)

In the ‘perpendicular’ regime (sr > 0) we have Qc = Pc = 0 (equation 3.44), so there

are only two critical modes, representing left-going and right-going perpendicular rolls.

We can obtain amplitude equations for these modes simply by setting z1 = A, w1 = B

in (3.42)–(3.43), and dropping all spatial derivative terms, which gives:

ż1 = µz1 + (a|z1|2 + b|w1|2)z1 (3.53)

ẇ1 = µ′w1 + (a|w1|2 + b|z1|2)w1 (3.54)

(here we have also weakly broken the left-right symmetry). Note that these equations

can alternatively be derived simply by setting z2 and w2 to zero in (3.48)–(3.51).

These equations have two solutions, corresponding to either travelling or standing

rolls. In fact we can quite easily relate the existence and stability results for these

solutions to the corresponding results in the oblique roll regime. We find that TRo exist

and are stable below the Lifshitz point if and only if they exist and are stable above the

Lifshitz point; in other words the stability conditions for TRo do not change between

the perpendicular and oblique regimes. For the SRo, we find that the stability condition

for SRo below the Lifshitz point corresponds to the stability condition for TRe⊥ above

the Lifshitz point; in other words, if TRe⊥ are stable in the oblique regime then SRo

will be stable in the perpendicular regime (and vice versa). This is all summarized in

Figure 3.21 which shows the equivalent of Figure 3.20 for the perpendicular case.
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µr

µr’

µr

µr’A

B

(a)

TRo

TRo
L

R

SRo

(b)

B

A

TRo

TRo
L

R

SRo

(c)

Figure 3.21: The equivalent of Figure 3.20, for the ‘perpendicular’ regime

(φ < φ0, sr > 0) instead of the ‘oblique’ regime (φ > φ0, sr < 0). Note that

in this case, there are only two possible solutions: perpendicular travelling

rolls (TRo) or perpendicular standing rolls (SRo). The labels (a), (b), (c)

and the lines A, B have the same meaning as in Figure 3.20.

We note therefore that one of the following would be observed if φ was set to a value

just below the Lifshitz point, and then increased to a value just above it:

• If the symmetry is very strongly broken, then only travelling rolls would be stable.

These will be perpendicular rolls below the Lifshitz point, or oblique rolls above

it.

• If the symmetry is not too strongly broken, and |br| > |ar| (corresponding to cases

(b) and (c) on Figures 3.20 and 3.21), then we will see again see travelling rolls

on both sides of the Lifshitz point; we might also see alternating rolls above the

Lifshitz point (depending on the values of µ, µ′, a and b).

• If the symmetry is not too strongly broken, and |br| < |ar| (corresponding to case

(a) on Figures 3.20 and 3.21), then we will see perpendicular standing rolls below

the Lifshitz point, and the TRe⊥ solution (see Figure 3.19) above it. If |a| > |b|,
then we will also see oblique standing rolls above the Lifshitz point.
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3.5.5 A calculation of the coefficients a and b

In order to determine which of the above cases occur in any given problem, one needs

to know the values of the coefficients a and b. These can be calculated by means of a

perturbation analysis of the original equations about the equilibrium solution. In fact,

we can calculate these coefficients for the symmetric case (µ = µ′) if we want to, since

their values do not change when the symmetry is weakly broken – the same values will

apply to both the symmetric and asymmetric cases.

The symmetric case comes about when dκ/dz → 0, i.e. when κ is uniform. Our

assumptions also require us to choose φ at (or just above) the Lifshitz point. It turns

out that as dκ/dz → 0, the value of φ corresponding to the Lifshitz point tends to zero

as well (see Figure 2.13 on page 61). In other words, if we let dκ/dz → 0 with φ fixed

just above the Lifshitz point, we will end up with φ → 0 as well; therefore, it appears

that the limit we require is that of a Boussinesq fluid (uniform κ) in a vertical field.

Matthews and Rucklidge (1993) have performed a weakly nonlinear calculation in

this limit. They actually use different magnetic boundary conditions to our model – they

have the magnetic field constrained to be vertical at top and bottom (so Bx = By = 0)

while we have used a potential field at one boundary and a tied field at the other.

Therefore the results will not apply directly to our model, but should still give a useful

qualitative guide to what happens.

The calculation of Matthews and Rucklidge (1993) considered only the two-dimen-

sional case. We can simulate this by setting z2 = w2 = 0 (cf. equations 3.53–3.54), and

also µ = µ′, obtaining the following equations, equivalent to theirs:

ż1 = µz1 + (a|z1|2 + b|w1|2)z1 (3.55)

ẇ1 = µw1 + (a|w1|2 + b|z1|2)w1 (3.56)

except that they now give explicit expressions for a and b (γ and δ in their notation).

Note that since, near the Lifshitz point, there are only two coefficients a and b to be

determined (c, d and f having been eliminated using equation 3.47), it is enough to

consider only this two-dimensional problem.

These values can then be used to determine which of cases (a), (b) or (c) occurs as

a function of the parameters Q, ζ and σ of the original PDEs. This has been done in

Figure 3.22. Notice that case (c) does not in fact occur for this problem. The difference

between (a)* and (a) is that SRo are stable in the former (|a| being greater than |b| there)

but unstable in the latter. The shaded region to the left of the diagram corresponds to
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Figure 3.22: Diagrams showing which of the cases (a), (b) or (c) from

Figure 3.20 occurs as a function of Q, ζ and σ (as indicated by the calculation

of section 3.5.5). Note that in case (a), SRo may or may not be stable; the

regions where SRo are stable have been marked with an asterisk. In the

shaded areas, convection is steady at onset and the model does not apply.

The four diagrams correspond to different values of ζ as follows. A: ζ = 0.9;

B: ζ = 0.5; C: ζ = 0.1; D: ζ = 0.02.
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parameter values in which convection is steady at onset (due to Q being too small) and

hence the analysis does not apply here.

3.6 Conclusions

In this chapter, we have moved on from linearized computations and looked at some

simplified nonlinear models. These can shed some light on what happens when the

linear theory predicts several competing modes with similar growth rates. The great

advantage of these models is that since they only use very general symmetry arguments,

the results can be applied to a wide variety of situations. (For example, the results would

in principle apply equally well to Boussinesq, anelastic, or compressible problems.) Their

main disadvantage is that they apply only to the weakly nonlinear regime.

The method used was to select a lattice on which the solutions were to be doubly

periodic. This restriction was essential for technical reasons, although it does limit

the class of solutions that can be obtained. However, (approximately) doubly periodic

patterns are frequently found experimentally or in numerical simulations, and therefore

the method is useful in practice. Another limitation is that when we check for stability

or instability of a pattern, we are in fact only checking for instability with respect to

perturbations that are doubly periodic on the given lattice – for example, instabilities

leading to long-wavelength modulations of the patterns will not be found by this method.

Our models were divided into two cases: the ‘steady’ case (for large ζ) and the

‘oscillatory’ case (for small ζ). We will describe each of these in turn.

The steady case is certainly the simpler of the two. Here, we investigated the problem

on a hexagonal lattice (section 3.3). The hexagonal lattice is useful because it allows

the competition between rolls and hexagons to be investigated; we would expect to see

hexagonal patterns for small tilt angles φ (because of the lack of up-down symmetry),

but for larger tilt angles we would expect to see parallel rolls (Danielson, 1961). The

steady hexagonal model allows this transition to be investigated in more detail.

The results show that when φ = 0, the convection takes the form of steady hexagons

(Figure 3.6, left-hand panel). As φ increases, this pattern persists, although it becomes

distorted in appearance (due to asymmetry between the three modes making up the

hexagons; Figure 3.6, second and third panels). The hexagons also drift with a speed

which is initially proportional to the tilt angle; the direction of travel was leftward in

our model (see previous chapter), but this is model-dependent. When φ is increased
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further, there is a transition to steady parallel rolls; in many cases this transition is

associated with hysteresis.

The oscillatory models showed slightly more complicated results. In this case we

investigated two different models: one on a rhombic lattice (section 3.5), and one on a

hexagonal lattice (section 3.4).

The oscillatory rhombic model included four modes, and was for simplicity restricted

to values of φ close to the Lifshitz point. If the amount of symmetry breaking was

sufficiently weak, then there were essentially two cases. In the first case, standing rolls

would be found below the Lifshitz point, while travelling rectangles (travelling in a

direction perpendicular to the tilt), and possibly also standing rolls, would be found

above it. In the second case, travelling rolls would be found below the Lifshitz point,

while both travelling and (possibly) alternating rolls would be found above it.

The oscillatory hexagonal model was appropriate for small tilt angles, and had some-

what more complicated results (Figure 3.17). It is difficult to draw any conclusions

relevant to sunspots from these results. We can however observe that there is a wide

variety of interesting behaviour that can occur in this regime, even before considering

fully nonlinear effects.

Note that in reality, the distinction between either a hexagonal or a rhombic lattice

is somewhat artificial; modes from both lattices (plus an infinite number of other modes)

would be present in the full problem. There is no real answer to this, but we can state

that the hexagonal model is more appropriate to the perpendicular roll regime in the

linear theory, occurring for small φ, while the rhombic model is more appropriate to the

vicinity of the Lifshitz point, which can be found at larger values of φ. (Unfortunately,

since we have to choose either one lattice or the other, we cannot really investigate the

transition between these two regimes using these methods, except in the limited way

that was discussed in section 3.5.4.)

We can now ask which of the two types of model – steady or oscillatory – is more

relevant to sunspots. To answer this, we must consider the value of ζ in the solar surface

layers. In fact this value varies with depth due to ionization effects; ζ < 1 for depths less

than 2000 km, but for depths of around 2000 to 20000 km there is a layer in which ζ > 1

(Meyer et al., 1974). Therefore, if the surface convective features observed in sunspots

are fairly shallow (depth less than about 2000 km), the oscillatory model is appropriate.

If their depth is much greater, then the steady model would be appropriate.

There is also another possibility: a combination of both the steady and the oscillatory
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Figure 3.23: Bifurcation diagrams from the steady hexagonal model (with

θ = 30◦), showing a case with hysteresis (left-hand picture) and one without

(right-hand picture).

behaviour could occur simultaneously. In our models, we get either one or the other,

because we consider only the situation near onset; for higher Rayleigh numbers, more

complicated behaviour can occur. For example, the simulations of Weiss et al. (1990,

1996), in which ζ is chosen to vary from 0.2 at the top of the layer to 2.2 at the

base, show that convection is steady near onset, but as the Rayleigh number increases,

a secondary bifurcation occurs, leading to a new solution. This solution consists of

persistent overturning convection near the base of the layer, coupled to an oscillating

pattern near the surface. (The models of this chapter cannot directly describe solutions

of this kind; they would appear as secondary branches bifurcating from the solutions of

our steady hexagonal model.)

Perhaps one of the most interesting features found in our models is the presence

of hysteresis as φ is varied. This is seen in both the steady and oscillatory cases (al-

though we have only investigated the former in detail). Hysteresis is usually associated

with sharp transitions between different patterns, and might therefore be part of the

explanation for the sharp transition between the umbra and penumbra of a sunspot.

The hysteresis is illustrated in Figure 3.23 which shows bifurcation diagrams from

the steady hexagonal model in two cases, one with and one without hysteresis. Pictorial

representations of the stable solutions at various points have also been added.

Consider what would happen if φ was allowed to vary smoothly with position, as a

crude way of modelling a sunspot. In a case without hysteresis, the convection pattern

would vary from regular hexagons in an area with a vertical field, to parallel rolls in
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areas of large φ (representing near-horizontal fields), with a smoothly varying pattern

in between; this is illustrated by the right-hand diagram. By contrast, in a case with

hysteresis, a rather more abrupt transition would be expected between the hexagon and

roll regions (left-hand picture).

In the latter case, it is tempting to relate the hexagons to the umbra, and the rolls

to the penumbra.2 Of course, such a model would be highly simplified and idealized,

and so could not be compared directly with observations. However, the mechanism that

it represents is a very general one and we can reasonably expect it to apply to more

complicated models as well (in addition to whatever else might be happening in those

models).

The idea of hysteresis in magnetoconvection has also been employed by previous

authors. For example, Rucklidge et al. (1995) suggest the presence of hysteresis as part

of their explanation of the abrupt formation of penumbrae. Thomas and Weiss (2004)

conjecture that hysteresis may be caused by the phenomenon of ‘flux pumping’. Our

work suggests that hysteresis may also occur naturally as an intrinsic part of magneto-

convection in inclined fields.

We also note that a similar hysteresis phenomenon was found in the asymptotic

calculation of Julien et al. (2000, 2003), although their model uses somewhat different

assumptions to ours. (Both our model and theirs are highly idealized, albeit in different

ways.) Moreover, they find a second hysteretic transition occurring for larger φ, which

they suggest is a possible explanation of the differing properties of bright and dark

filaments. This second transition is not seen in our model, but since we assume small φ

we would not expect to see any effects associated with more strongly inclined fields.

In the next chapter we will describe how the steady hexagonal model of section 3.3

can be modified to include a tilt angle φ that is a function of x. This will allow us to

investigate the hysteresis phenomenon discussed above in more detail.

2The rolls do not capture the complex, filamentary structure found in real penumbrae, but we might

suppose that such structure develops as a result of an instability starting from this roll state. However,

such instabilities are beyond the scope of this weakly nonlinear theory.
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Chapter 4

Swift-Hohenberg model for tilted

magnetic fields

4.1 Introduction

The weakly nonlinear models discussed in the previous chapter used ideas from equiv-

ariant bifurcation theory to determine the patterns that might be observed in various

circumstances. The main assumption made was that the patterns were to be doubly

periodic with respect to some lattice (either rhombic or hexagonal), which led to a small

number of ODEs describing the dynamics. We now wish to extend the model to allow

φ (the angle of tilt of the magnetic field) to vary with position, as a simple way of mod-

elling solar pores and sunspots, where the magnetic field fans out and becomes more

inclined as one moves radially outwards.

Our approach will be to start from the Swift-Hohenberg equation (Swift and Ho-

henberg, 1977), a commonly used model equation for convection problems, in which the

full three-dimensional governing equations are reduced to a single PDE in two spatial

dimensions. This is a useful model since it exhibits many of the properties of convection,

at least in the weakly nonlinear regime, but it is much simpler to work with than the

full equations. We will add some extra terms to the usual Swift-Hohenberg equation, in

order to represent the effects of the tilted magnetic field. These terms will be discussed

in section 4.2.

Before studying this modified Swift-Hohenberg equation in its own right, we will first

use it to derive a set of three Landau-Ginzburg equations. This represents a further

simplification, since it converts the problem from a PDE in two spatial dimensions to a
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system in one spatial dimension. This makes it easier to understand what is happening,

albeit with some loss of generality. These equations will be derived in section 4.3.

We then move on, in section 4.4, to look at the properties of the modified Swift-

Hohenberg equation itself. Using the Swift-Hohenberg equation allows us to look at

more general situations, and one of the things we will do is to adapt the equation to a

circular (rather than Cartesian) geometry, in order to represent a sunspot slightly more

realistically. Finally, we present our conclusions in section 4.5.

4.2 The model

We consider the following modification of the Swift-Hohenberg equation:

∂ψ

∂t
= rψ − (1 + ∇2)2ψ + αψ2 − γψ3 + aφ2ψ + bφ2∂

2ψ

∂x2
+ cφ

∂ψ

∂x
, (4.1)

where ψ = ψ(x, y, t) and φ = φ(x) are real functions, and r, a, b, c, α and γ are real

constants. When φ = 0 we recover the original Swift-Hohenberg equation (with added

quadratic term). The last three terms on the right-hand side are new and represent the

effects of the tilted field (under the assumption that φ is small).

The effects of these new terms are best seen by looking at the linearized version

of (4.1). If φ is constant we can look at the linear theory very easily, substituting

ψ = exp(ik · x + σt) (with k = (kx, ky)). The following equation for σ is obtained:

σ = (r + aφ2) − (1 − |k|2) − bk2
xφ

2 + ikxcφ. (4.2)

We can now see that the term proportional to a simply causes the growth rate to

increase in proportion to φ2. This represents the fact that as the field tilt increases (at

fixed total field strength), the critical Rayleigh number falls, and the convection becomes

more vigorous (at fixed Rayleigh number).

The term proportional to b introduces a (linear) anisotropy, so that the linear growth

rate of a mode depends on its orientation. Modes with kx 6= 0 are penalized, so that the

most unstable mode has k = (0, 1), corresponding to rolls aligned with the tilt direction

of the magnetic field.

The term proportional to c models the fact that patterns travel when φ is non-zero.

If φ was uniform, this term could be removed by transforming to an appropriate moving

frame, but when φ depends on position, it must be retained.
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Note that symmetry considerations imply that the travelling term is an odd function

of φ, and therefore proportional to φ (for small φ), while the other two new terms are

even in φ, and therefore proportional to φ2 at leading order.

Modifications of the Swift-Hohenberg equation, including anisotropy, have been stud-

ied before. These can be divided into two classes: those in which the quadratic term

(representing broken up-down symmetry) is included, and those in which it is not. An

example of the latter is the work of Pesch and Kramer (1986), who applied a modi-

fied Swift-Hohenberg equation to anisotropic liquid crystal systems. Another example

is in the field of rotating convection, where Roxin and Riecke (2002, 2004) apply an

anisotropic Swift-Hohenberg model. A more detailed model of anisotropic rotating con-

vection (with mean flows included) is given by Pollicott et al. (2003).

Examples of models including both anisotropy effects and the quadratic term are

given by Walgraef and Schiller (1987) and Schmitz and Zimmermann (1997). Here, a

transition from hexagons to rolls is found as the anisotropy increases (as in our model).

However, the ‘travelling’ term (proportional to c) has not been included in any previous

studies, and this term creates interesting new effects, as we shall see below.

4.3 Landau-Ginzburg equations

From the above model it is possible to derive a set of amplitude equations of Landau-

Ginzburg type. We introduce a small parameter ǫ and make the following transforma-

tions:

r = ǫ2r2 (4.3)

c = ǫc1 (4.4)

φ = ǫφ1 (4.5)

α = ǫα1, (4.6)

where r2, c1 and α1 are constants (having no ǫ-dependence). We assume that the other

constants (b and γ) do not depend on ǫ. We also assume that φ1 is a slowly varying

function of x, varying on an O(1/ǫ) length scale, i.e. φ1(x) = f(ǫx) where the definition

of f does not itself depend on ǫ.

The scalings for r, φ and α represent small-amplitude convection, a small tilt angle,

and a small up-down asymmetry, and all of these agree with the scalings made in the

previous chapter (section 3.3). We choose c = O(ǫ) out of necessity; the calculation we
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are about to perform would fail if c was taken to be of order 1. However, we can justify

the choice of small c in terms of our linear model (Chapter 2). There, we adopted the

Boussinesq approximation, with a depth-dependent κ being used to break the up-down

symmetry. It turned out that the speed of travel of our solutions was proportional to

the amount of up-down asymmetry (i.e. the relative size of dκ/dz). But here, we must

assume small up-down asymmetry (equation 4.6), so it is consistent to take a slow speed

of travel as well (equation 4.4).

Note also that by rescaling ψ and redefining ǫ, we can without loss of generality

rescale α1 and γ arbitrarily. We do so, setting α1 = 1/2, γ = 1/3 (this will simplify the

equations later on).

Equation (4.1) becomes

∂ψ

∂t
= ǫ2(r2 + aφ2

1)ψ − (1 + ∇2)2ψ +
1

2
ǫψ2 − 1

3
ψ3 + ǫ2c1φ1

∂ψ

∂x
+ bǫ2φ2

1

∂2ψ

∂x2
. (4.7)

We can make the separation of length and time scales explicit by introducing ‘fast’

variables x′ = x, y′ = y, t′ = t and ‘slow’ variables X = ǫx/
√

3, Y = ǫy/
√

3, T = ǫ2t

(the factors of
√

3 are for later convenience). We now imagine ψ as being a function of

both the fast and slow variables, writing ψ = ψ(x′, y′, t′, X, Y, T ) instead of the previous

ψ = ψ(x, y, t). Using the chain rule, we find the following relationships between the old

and new variables:

∂ψ

∂t
=

∂ψ

∂t′
+ ǫ2

∂ψ

∂T
(4.8)

∂ψ

∂x
=

∂ψ

∂x′
+O(ǫ) (4.9)

∂2ψ

∂x2
=

∂2ψ

∂x′2
+O(ǫ) (4.10)

−(1 + ∇2)2ψ = L0ψ + ǫL1ψ + ǫ2L2ψ + O(ǫ3) (4.11)

where

L0 = −(1 + ∇′2)2 (4.12)

L1 = − 4√
3

(

1 + ∇′2
)

(

∂2

∂x′∂X
+

∂2

∂y′∂Y

)

(4.13)

L2 = −2

3

(

1 + ∇′2
)

(

∂2

∂X2
+

∂2

∂Y 2

)

− 4

3

(

∂2

∂x′∂X
+

∂2

∂y∂Y

)2

(4.14)

and ∇′2 = ∂2/∂x′2 + ∂2/∂y′2.

Note that because we assumed that φ varies on an O(1/ǫ) length scale, φ1 can be

treated as a function of X alone (and not x′).
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The next step is to expand ψ as

ψ = ǫψ1 + ǫ2ψ2 + ǫ3ψ3 + · · · (4.15)

and substitute into (4.7). Equating coefficients at O(ǫ) gives

∂ψ1

∂t′
= L0ψ1. (4.16)

We look for solutions in which ∂ψ/∂t′ = 0, so (4.16) simply becomes L0ψ1 = 0, which

has solutions

ψ1 = z(X, Y, T ) exp(ikxx
′ + ikyy

′) + c.c. (4.17)

for any kx and ky satisfying k2
x + k2

y = 1, and for an arbitrary function z(X, Y, T ). At

this stage we are free to take any linear combination of these solutions. We choose to

take three modes on a hexagonal lattice, giving us the following solution for ψ1:

ψ1 =
3

∑

j=1

zj(X, Y, T ) exp(ikj · x′) + c.c. (4.18)

with

k1 = (0,−1), k2,3 = (∓
√

3/2, 1/2). (4.19)

(Cf. Figure 3.4 on page 72; our choice here corresponds to θ = 30◦.)

At O(ǫ2) we have

0 = L0ψ2 + L1ψ1. (4.20)

It happens that ψ1, as given by (4.18), satisfies L1ψ1 = 0, hence (4.20) ⇒ L0ψ2 = 0.

The solutions for ψ2 are proportional to exp ik · x′, with |k| = 1, and also satisfy

L1ψ2 = 0. (4.21)

At O(ǫ3) we obtain (after some rearrangement)

−L0ψ3 = −∂ψ1

∂T
+ (r2 + aφ2

1)ψ1 + L2ψ1 + c1φ1
∂ψ1

∂x′
+ bφ2

1

∂2ψ1

∂x′2
+

1

2
ψ2

1 −
1

3
ψ3

1 . (4.22)

Here we have used (4.21).

The operator L0 is self-adjoint, so 〈L0y1, y2〉 = 〈y1, L0y2〉 for any two functions y1

and y2.
1 In particular, 〈L0ψ3, ψ1〉 = 〈ψ3, L0ψ1〉; and since L0ψ1 = 0, this implies that

1Here 〈f, g〉 is an inner product between functions f and g, defined by 〈f, g〉 =
∫

f̄(x)g(x)dx. The

integral is taken over a suitable interval in x (e.g. if the functions had periodic boundary conditions,

then the integral would be over one period).
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〈L0ψ3, ψ1〉 = 0. The net result of this is that L0ψ3 cannot contain any terms proportional

to exp(±ikj · x′).

We will now, therefore, pick out terms on the right-hand side of (4.22) that are

proportional to exp(±ik1 · x′). (The corresponding terms with k2 or k3 in place of k1

can be obtained by cyclic permutation of indices.) We first of all note that

ψ2
1 = 2z̄2z̄3 exp(ik1 · x′) + c.c. + other terms (4.23)

ψ3
1 = z1(3|z1|2 + 6|z2|2 + 6|z3|2) exp(ik1 · x′) + c.c. + other terms (4.24)

where ‘other terms’ denotes terms that are not proportional to exp(±ik1 ·x′). We then

obtain

−L0ψ3 =

[

− ∂z1
∂T

+ (r2 + aφ2
1)z1 +

4

3

(

kx1
∂

∂X
+ ky1

∂

∂Y

)2

z1 + c1φ1ikx1z1 − bφ2
1k

2
x1z1

+ z̄2z̄3 − z1(|z1|2 + 3|z2|2 + 3|z3|2)
]

exp(ik1 · x′) + other terms (4.25)

where again the ‘other terms’ are not proportional to exp(±ik1 · x′). Since L0ψ3 can-

not contain any terms proportional to exp(±ik1 · x′), the entire right-hand side of the

equation (excluding the ‘other terms’) can be set to zero as a solvability condition. Do-

ing this for the other two equations (obtained by cyclic permutation) as well, and also

substituting the values of kxj and kyj , yields the following equations:

∂z1
∂T

= (r2 + aφ2
1)z1 +

4

3

∂2z1
∂Y 2

+ z̄2z̄3 − z1(|z1|2 + 2|z2|2 + 2|z3|2) (4.26)

∂z2
∂T

= (r2 + (a− b̃)φ2
1)z2 − c̃φ1iz2 +

(

− ∂

∂X
+

1√
3

∂

∂Y

)2

z2

+ z̄3z̄1 − z2(|z2|2 + 2|z3|2 + 2|z1|2) (4.27)

∂z3
∂T

= (r2 + (a− b̃)φ2
1)z3 + c̃φ1iz3 +

(

∂

∂X
+

1√
3

∂

∂Y

)2

z3

+ z̄1z̄2 − z3(|z3|2 + 2|z1|2 + 2|z2|2) (4.28)

where b̃ = 3b/4 and c̃ =
√

3c1/2 (these rescalings eliminate a couple of numeric constants

that would otherwise appear in the equations). Equations (4.26)–(4.28) are the three

amplitude equations (Landau-Ginzburg equations) for our model.

As a simplification, we will neglect all Y -dependence in the following sections, so

that ∂/∂Y can be set to zero. (This is reasonable because we do not expect to see any

significant variation along the Y direction, since the coefficients of the equations are

constant along the Y direction, and vary only in the X direction.)
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4.3.1 Setting up the problem

In order to specify the problem fully, we have to choose a function φ1(X), as well as

giving values for r2, a, b̃ and c̃. Initially, we will set the constants r2 and c̃ to zero, and

look at the effects of non-zero values later on.

This leaves a and b̃, which affect how the growth rates for the three modes change

with φ. For these we can refer back to the results of our steady hexagonal model,

described in section 3.3. Recall that there was a pitchfork bifurcation at φ = φpf at

which rolls became stable, and also a saddle-node bifurcation at φ = φsn at which the

hexagons became unstable. In this chapter, we will scale our parameters such that

φpf = 1. (This can always be done by multiplying both a and b̃ by φ2
pf if the latter is

not equal to 1.) This effectively leaves one free parameter, which we may take to be

a/(a − b̃); this is equivalent to the parameter A1 from section 3.3.1. (This parameter

measures the amount of anisotropy in the system; A1 = 1 gives an isotropic system

while A1 ≫ 1 implies a highly anisotropic problem.)

Recall also that the pitchfork bifurcation at φpf could be either supercritical or

subcritical, depending on A1. We will investigate two values of A1, one for each of these

possibilities. Case I will have

A1 = 1.11, a = 0.826, b̃ = 0.082, (4.29)

which produces a subcritical bifurcation (with φpf = 1 and φsn = 1.4). Case II will be

supercritical, with

A1 = 2.5, a = 0.391, b̃ = 0.234. (4.30)

The choice of φ1(X) defines how much the tilt varies by, and over what length scale

it varies. For computational convenience we will take φ1 to be a periodic function, with

period X0, defined as follows:

φ1 = 0.75(1 − cos(2πX/X0)). (4.31)

This function varies sinusoidally from 0 at the edges of the domain to 1.5 in the centre.

We can now impose periodic boundary conditions when solving (4.26)–(4.28), with the

solution domain being X ∈ [0, X0], or equivalently x ∈ [0, L], where L = X0

√
3/ǫ.

With periodic boundary conditions we can easily compute solutions to (4.26)–(4.28)

using a Fourier spectral method for the horizontal differences. We couple this with

an ETD (exponential time differencing) method for the time discretization (Cox and
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Matthews, 2002). Given values for r2, a, b̃ and c̃, and φ0, φ1 and X0, we can then solve

the equations numerically to find z1–z3 as functions of X and T .

Then, once we have the three amplitudes z1–z3, and a value for L, we can reconstruct

ψ (to lowest order) from equation (4.18). In the following, we fix L to be a constant,

choosing a value that gives a reasonably large number of convection cells across the

width of the domain. We allow X0 to vary; note that this is equivalent to varying ǫ,

since ǫ = X0

√
3/L.

There is one other requirement before numerical calculations can be performed, which

comes about because there is no diffusion term in (4.26) (after setting ∂/∂Y = 0). This

causes problems numerically, and we resolve this by adding a small ‘regularizing’ term,

−η∂4z1/∂X
4, to the right-hand side of (4.26), where η is chosen to be a very small value

(i.e. small enough that varying η has no qualitative effect on the results). This prevents

numerical difficulties and is physically reasonable, since one of the higher order terms

would be a fourth-order diffusion term anyway.

4.3.2 Theoretical ideas

In the case c̃ = 0 (in which the ‘travelling’ term is switched off), we can make some

progress theoretically.

If we momentarily neglect the diffusion terms in equations (4.26)–(4.28), then there

are no X-derivatives in the equations, and we are effectively left with a set of ODEs

for each point along the X axis. These ODEs are nothing other than the ‘steady

hexagonal’ model from the previous chapter (section 3.3). Since we know φ(X), we can

use the results of that chapter (e.g. the bifurcation diagram Figure 3.8) to plot the stable

solution(s) as a function of X. This has been done in Figure 4.1.

These graphs give us an idea of what the solution to the PDEs (4.26)–(4.28) will be.

In the supercritical case we would expect the solution to closely follow the graphs shown

in the middle row of Figure 4.1, although perhaps modified slightly by the diffusion

terms in (4.26)–(4.28), which we have so far neglected. However, in the subcritical case,

pictured in the top row of the figure, there are two different solution branches, and the

solution to the PDEs cannot follow both of these simultaneously. There would have to

be a discontinuous change (or front) between the two patterns at at least one point.

Near such a front, the diffusion terms will clearly play an important role. In fact,

they have two effects: firstly, they smooth out the front, so that instead of a sharp
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Figure 4.1: Graphs showing the stable roll (dashed line) and hexagon (dash-

dotted line) branches, as well as the trivial solution (dotted line), as indicated

by the analysis of section 4.3.2. The left-hand column shows |z1| against X,

and the right-hand column shows |z2| = |z3| against X. These amplitudes are

only plotted at points where the respective solutions are stable. The top row

is the subcritical case (see equation 4.29), the middle row is the supercritical

case (equation 4.30), and the bottom row shows the subcritical case with r2

changed to −0.2.
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discontinuity there is a continuous change over some diffusive length scale; secondly, as

we will see shortly, they can actually cause the front to travel, either to the left or to

the right.

We can investigate this phenomenon by considering what happens when φ is uniform.

Although this is not the case in our model, it should nevertheless give an idea of what

happens if φ is varying only slowly with X.

We first of all write the equations in the following form:

ż1 =
∂U

∂z1
(4.32)

ż2 =
∂U

∂z2
+
∂2z2
∂X2

(4.33)

ż3 =
∂U

∂z3
+
∂2z3
∂X2

(4.34)

where

U =
µ1

2
z2
1 +

µ23

2
(z2

2 + z2
3) −

1

4
(z4

1 + z4
2 + z4

3) − (z2
1z

2
2 + z2

2z
2
3 + z2

3z
2
1) + z1z2z3 (4.35)

(here we have neglected the fourth order diffusion term in the ż1 equation, since it is

very small). U can be thought of as a ‘potential’.

We look for solutions of the form zj(x, t) = zj(ξ), where ξ = x − vt, and v is a

constant. These are uniformly translating solutions (i.e., they are time-independent

when viewed in a frame moving with constant velocity v). The equations become:

−vdz1
dξ

=
∂U

∂z1
(4.36)

−vdz2
dξ

=
∂U

∂z2
+

d2z2
dξ2

(4.37)

−vdz3
dξ

=
∂U

∂z3
+

d2z3
dξ2

. (4.38)

Multiplying each equation by dzj/dξ, and summing, we obtain:

d

dξ

[

U +
1

2

(

dz2
dξ

)2

+
1

2

(

dz3
dξ

)2
]

= −v
[

(

dz1
dξ

)2

+

(

dz2
dξ

)2

+

(

dz3
dξ

)2
]

. (4.39)

If we define

E = U +
1

2

(

dz2
dξ

)2

+
1

2

(

dz3
dξ

)2

, (4.40)

then we can see that E is either an increasing function of ξ (if v < 0), a decreasing

function (if v > 0), or constant (if v = 0).
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Now consider a solution containing a front between hexagons and rolls. In particular,

suppose that there are hexagons for large negative ξ, and rolls for large positive ξ, with

a transition region near ξ = 0. In regions far from the origin, z1, z2 and z3 are constant,

and so E = U there. So we have E → Uhex for ξ ≪ 0 and E → Urolls for ξ ≫ 0 (where

Uhex and Urolls are the potentials for the hexagon and roll solutions respectively).

Therefore, we see that if Uhex > Urolls, then v will be positive, and the front will move

to the right (so that the hexagons invade the rolls). If Uhex < Urolls then the opposite

happens and the rolls invade the hexagons. The solution with the higher value of U

‘wins’. If Uhex = Urolls, then a stationary front between the two solutions is possible.

We now consider what happens if φ is changing with position. This technically

makes the above analysis invalid: firstly, the amplitudes in the ‘hexagon’ and ‘roll’

regions are no longer constant, but are varying with φ (and hence X), and secondly, the

potential U now explicitly depends on X, which complicates the calculation somewhat.

Nevertheless, if φ is varying slowly enough, then the above analysis should be at least

approximately valid, and we can use it to get some ideas about what is happening.

We find that Uhex and Urolls now both depend on X (since they are functions of φ), and

therefore v will also depend on X in general. This means that there will be some regions

where the front travels to the left, some where it travels to the right, and (possibly) an

‘equilibrium’ position where the front can be stationary.

Therefore, even though there is an entire band of φ values in which hexagons and

rolls are both (locally) stable, the front between them will be located at a well-defined

position within this band; this will be the point at which the potentials Uhex and Urolls

(as defined above) are equal.

The above applies for r ≥ 0. If r < 0 then there is an additional consideration:

the trivial solution is now stable over part of the domain, where φ is sufficiently small.

(This situation is illustrated in the bottom row of Figure 4.1). Note that the transition

between the trivial solution and hexagons is associated with hysteresis, just as the

transition between hexagons and rolls is. The arguments above can be applied equally

well to a front between hexagons and the trivial solution. The trivial solution has

U = 0, and so we would expect to see a sharp transition between the trivial solution

and hexagons near the point where Uhex = 0.
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Figure 4.2: The amplitudes |z1| (left-hand column) and |z2| = |z3| (right-

hand column) corresponding to two choices for the parameter X0: the top

row shows the case X0 = 50 (corresponding to a relatively high amount of

diffusion), and the bottom row shows the case X0 = 400 (with much lower

diffusion). The solid lines show the actual computed amplitudes. The dashed

and dashed-dotted lines show the predicted stable roll and hexagon branches,

respectively. The vertical dotted lines give the positions where Urolls = Uhex

(see section 4.3.2).

4.3.3 Numerical results

We now discuss the results of our numerical solutions of equations (4.26)–(4.28). We will

first of all look at case I (the ‘subcritical’ case, equation 4.29), and we will set r2 = c̃ = 0

to begin with. For our initial conditions, we set ψ to a small random value at each grid

point. Initially we will take these random values to be real, as this simplifies the results

a little; later we will move on to discuss what happens with complex initial conditions.

We begin by plotting the amplitudes |z1|, |z2| and |z3| that result from such a simu-

lation, as a function of X. This is done in Figure 4.2. We find that |z2| and |z3| end up

being equal to each other, so we have plotted only two sets of graphs, one showing |z1|
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Figure 4.3: The value of Uhex −Urolls as a function of X, for the subcritical

case (equation 4.29) with r2 = 0. This value has been plotted only in regions

where rolls and hexagons are both stable.

(left-hand column of the figure) and one showing |z2| = |z3| (right-hand column).

The ‘ideal’ solution curves for rolls and hexagons, from Figure 4.1, are also shown,

as dashed and dashed-dotted lines respectively. We find that away from the transition

between rolls and hexagons, the numerical solution (solid line) follows these ideal curves

quite closely. The transition itself is smoothed out over a ‘diffusion width’; this is more

pronounced in the top two pictures, where there is more diffusion, than in the bottom

two pictures.

We have also calculated the potentials Uhex and Urolls (as defined in the previous

section) for the parameters used in these runs. In Figure 4.3, we plot Uhex − Urolls (for

those values of X where rolls and hexagons are simultaneously stable). We see that for

φ less than a critical value, Uhex > Urolls, so that the front moves towards higher φ; for φ

greater than this critical value, the opposite is true. The front therefore moves towards

the critical value, which represents its stable equilibrium position. This position has

been plotted on Figure 4.2 as a vertical dotted line; it can be seen that this agrees quite

closely with the actual observed position of the front.

Figure 4.4 shows a representation of ψ itself for three different values of X0. These

have been drawn at fixed L = 40π
√

3 (this value gives room for thirty hexagonal cells

across the width of the box). X0 is increasing from top to bottom; physically, increasing

X0 corresponds to reducing the amount of diffusion in the system. Unsurprisingly, the

transition between rolls and hexagons is sharpest when diffusion is least (largest X0).

In fact, in this subcritical case, the sharpness of the transition is limited only by the

diffusion terms.
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Figure 4.4: The effect of varying X0 (which is proportional to ǫ) in the

subcritical model. The top picture shows X0 = 50, the middle one X0 = 150,

and the bottom one X0 = 400. (These are steady solutions.)

It should also be noted that ǫ = X0

√
3/L, so increasing X0 (at fixed L) also cor-

responds to increasing ǫ (our measure of the amplitude of the convection). The values

of ǫ corresponding to the three panels of Figure 4.4 are 0.40, 1.19 and 3.18. These are

perhaps rather large (given that ǫ is a small parameter), so the model may not strictly

be valid towards the upper end of this range, but what we can conclude is that the tran-

sition becomes sharper for larger values of ǫ (which would correspond to larger Rayleigh

numbers).

We also briefly mention the effect of increasing the parameter r2 (which previously

we have set to zero). Basically, this change moves the transition point between rolls and

hexagons towards smaller values of φ (cf. Figure 3.9 on page 83). This is illustrated in

Figure 4.5 where we have fixed X0 = 150 and varied r2, taking the values 0.5, 1.2 and

1.5. As r2 increases, the region of rolls becomes larger, until eventually rolls are seen in

the entire domain.
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Figure 4.5: Results for (from top to bottom) r2 = 0.5, r2 = 1.2 and

r2 = 1.5. (As before, these are steady solutions.)

Results when c̃ 6= 0

So far we have fixed c̃ = 0; when c̃ 6= 0 (and sufficiently large), patterns start to

travel. We will choose c̃ > 0 (without loss of generality), producing leftward-travelling

patterns. This produces ‘inward’-travelling patterns on the left-hand side of the domain

(corresponding to the situation in a sunspot) and ‘outward’-travelling patterns on the

right-hand side.

We actually find for very small c̃ that steady patterns are possible. Such a solution,

for c̃ = 0.02, is shown in Figure 4.6. For c̃ & 0.025, however, we find that the solutions

become time-dependent, with patterns travelling to the left. Note that this travelling

applies to the hexagons, but not the rolls, since c̃ does not appear in the ż1 equation.

A solution with c̃ = 0.2 is displayed in Figure 4.7; snapshots at six different times

are shown. The solution is similar in appearance to the patterns found above (with

c̃ = 0); the difference is that the hexagons now travel leftwards (although the rolls

remain stationary). Moreover, the speed of this travel depends on φ, and hence also on

X. Near the centre of the domain, the hexagons are travelling quickly, but near the left-

and right-hand edges, they move more slowly. This causes the pattern to be compressed

in the left-hand half of the domain, or stretched in the right-hand half, in a kind of
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Figure 4.6: A steady solution for c̃ = 0.02. Plots of |z1| and |z2| = |z3|
against X are also shown.

‘concertina effect’.

The small arrows on Figure 4.7 indicate points where this ‘concertina effect’ has be-

come quite pronounced. Notice that in this situation, the wavenumber of the hexagonal

pattern is now some distance away from the preferred wavenumber. The system re-

sponds to this by causing two of the ‘compressed’ hexagons join together to become one

larger cell, or one ‘stretched’ hexagon to split into two smaller convection cells. After

this point, the system evens itself out, with all the hexagons returning to a similar size.

This process can also be seen by looking at the amplitudes |z1| and |z2| = |z3|. These

are plotted at four different times in Figures 4.8 and 4.9. To explain what’s happening

here, we consider the following (linear) model equation:

ż = r2z + ic̃φ(x)z +D
∂2z

∂x2
. (4.41)

This can be seen as a simplification of either (4.27) or (4.28), where only three of the

right-hand-side terms have been kept. (The coefficient D is assumed to be real and

positive.)

Substituting z = R(x) exp(iθ(x)) (where R and θ are real) we obtain

Ṙ = (r2 −Dθ′2)R +DR′′ (4.42)

θ̇ = c̃φ(x) + 2D
R′θ′

R
+Dθ′′. (4.43)
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Figure 4.7: Solution for c̃ = 0.2. Snapshots are shown every 20 time units.

The arrows indicate points where the hexagons become distorted and the

amplitude falls.
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Figure 4.8: Plots of |z1| against X for the case c̃ = 0.2. The four graphs

(a)–(d) correspond to the bottom four frames from Figure 4.7.

Figure 4.9: As Figure 4.8, but showing |z2| = |z3| instead of |z1|.
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Equation (4.43) shows that θ increases linearly with time, at a rate proportional to

c̃φ(x). This rate of increase depends on x, so the phase is ‘wound up’ over time, and

gradients θ′ develop.

Equation (4.42) shows that R evolves according to a diffusion equation, with a linear

growth term proportional to r2 −Dθ′2. Therefore, R usually grows exponentially, but if

|θ′| is large enough it can start decaying exponentially.

Note that θ′ represents a shift of the wavenumber of the basic pattern: the preferred

value of the wavenumber is 1, but if θ′ is nonzero then this is shifted to 1+θ′. Therefore,

if θ′ is large, the pattern has been stretched or compressed by a large amount. (This

corresponds to the ‘concertina effect’ mentioned above.) The wavenumber will be far

away from its preferred value, and such modes will quickly decay.

Thus our picture is that the phases of z2 and z3 are ‘wound up’ with time, until

eventually the wavenumber gets so far from critical that z2 and z3 decay sharply. This

can be seen on Figures 4.9(c) and 4.9(d). By contrast, z1 is not directly affected (since

the c̃φ term does not appear in the ż1 equation), so we see on Figure 4.8 that |z1| does

not change a great deal during the evolution.

It can be seen, therefore, that this stretching and compression process has the effect

of turning hexagons into rolls, with z1 nonzero but z2 and z3 both very small. However,

once we get close to this roll solution, we cannot stay there for long, because rolls

are unstable to hexagons (at this value of X). Therefore the amplitudes |z2| and |z3|
grow exponentially, and the system returns once again to hexagons (close to the critical

wavenumber), restarting the cycle.

A similar pattern of motion is observed for all c̃ values up to about 0.9. For smaller c̃,

e.g. 0.1, the ‘concertina effect’ is observed at one value ofX only, and the pattern repeats

with a regular period; for larger c̃, the solution is more erratic and the ‘concertina effect’

is observed at multiple values of X.

For c̃ & 0.9 a different solution is observed. The system reaches a ‘quasi-steady’

state, where the amplitudes |zj| are all unchanging with time, and only the phases

are time-varying. An example of such a solution (for c̃ = 1) is shown in Figure 4.10.

The hexagons in this picture travel, but only very slowly; they also expand slightly in

wavelength as they move from right to left. As c̃ is increased further, this state remains

(values of c̃ up to 20 were checked); the only change is that the region of hexagons

shrinks slightly and the region of rolls expands slightly as c̃ is increased.

Notice here that the rolls exist for a much larger range ofX than they usually do, even
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Figure 4.10: Quasi-steady solution for c̃ = 1. The pattern is steady apart

from a slow drift of the hexagons from right to left.

persisting in areas where only the hexagon branch is supposed to be stable. Although

it is still true that perturbations to rolls would grow exponentially, these perturbations

would also be affected by the c1φ1 terms in equations (4.27) and (4.28). For large

enough c1φ1 it seems likely that the perturbations would be quickly ‘sheared’ away by

these terms, before they had time to grow large enough to disrupt the roll solution.

Therefore, it appears that the instability leading from rolls to hexagons cannot develop

in regions where c1φ1 is too large.

Additional results

Up until now we have used initial conditions consisting of purely real values for the

amplitudes. We now consider the more general case of a complex initial perturbation.

The results for three different values of c̃ are shown in Figure 4.11. The first panel shows

the result for c̃ = 0, which is similar to the previous result (cf. Figure 4.4), except that

the rolls are now slightly curved. This curvature is a relic of the initial condition and

eventually fades away by diffusion, although it takes rather a long time to disappear

completely, because the diffusion term in the z1 equation is fourth order with a small

diffusion coefficient.

The second panel in Figure 4.11 shows the case c̃ = 0.5, which is again similar to
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Figure 4.11: The effect of using a complex initial condition instead of a

real one. Top: c̃ = 0, middle; c̃ = 0.5; bottom: c̃ = 1. As usual, the roll

patterns are steady, but the hexagonal patterns travel from right to left.

the previous results, although there is now a slightly more complicated pattern, with

the possibility of curvature in both the rolls and the hexagons, as well as rolls which are

not perfectly aligned with the x-axis. Finally, the bottom panel shows the case c̃ = 1,

which can be compared to Figure 4.10; the main difference here is that the rolls appear

to ‘break up’ into a stretched-out cellular pattern at the right-hand side of the domain

(with the left-hand side being largely unchanged).

We also briefly discuss what happens when the transition between rolls and hexagons

is supercritical rather than subcritical. (This corresponds to case II, or equation 4.30,

from section 4.3.1.) This is illustrated in Figure 4.12, which is the equivalent of Figure

4.4 for this case. Notice that the transition between rolls and hexagons is less sharply

defined in this supercritical case (as expected); however, the difference is not all that

noticeable, since the transition tends to be smoothed out by diffusion. (This does depend

on our choice of φ though: if we chose φ to vary very slowly, then in the supercritical

case we would see a very broad transition from rolls to hexagons, while in the subcritical

case, the transition region would remain narrow. In other words, in the supercritical

case the width of the transition depends directly on how quickly φ changes, whereas in

the subcritical case the width of the transition depends only on the amount of diffusion
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Figure 4.12: The equivalent of Figure 4.4 for the supercritical case. Notice

how the transition is not quite so sharply defined as before.

in the system.)

The effects of varying φ

We have also looked at varying our function φ1(X), which describes how the tilt angle

varies with position. Instead of (4.31), we now use the following slightly more general

definition:

φ1 =
φcentre

2

(

1 − cos

(

2πX

X0

))

. (4.44)

The previous definition corresponds to φcentre = 1.5.

So far all of our solutions have contained hexagons at the edges of the domain and

rolls in the centre. This is the general situation for sufficiently large φcentre. The other

generic possibility occurs for small φcentre and here we simply get hexagons throughout

the entire domain.

There is also hysteresis between these two possibilities: both types of solution can be

stable simultaneously for certain values of φcentre. For example, this occurs for φcentre =

1.18, as illustrated in Figure 4.13. Here, both rolls and hexagons are stable solutions

when φ = φcentre, so it is possible to have either hexagons or rolls at the centre of the

domain, while at the edges, the solution is always hexagons (since φ = 0 at the edges of
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Figure 4.13: Two possible stable solutions with φcentre = 1.18, r2 = 0 and

c̃ = 0. (These are both steady solutions.)

the domain). This leads to the two possible solutions shown in Figure 4.13; depending

on the initial conditions, either of these two solutions can be obtained.

These results were obtained by setting c̃ = 0. However, it appears that this hys-

teresis effect disappears once we take c̃ 6= 0. In this case, only the upper solution of

Figure 4.13 can be obtained (at least for long times). This is because of the distortion

effect mentioned in section 4.3.3. As discussed there, the hexagons become stretched or

compressed, because of the variation of the speed of travel with position, and eventually

they are transformed into rolls. However, this time, rolls are actually stable in the centre

of the domain, so the rolls do not turn back into hexagons again. Therefore, if we use

the lower solution from Figure 4.13 as an initial condition, then it will be transformed

into the upper solution from the same Figure, if c̃ is non-zero. This is illustrated in

Figure 4.14 for c̃ = 0.3.

4.4 Numerical simulations of the full Swift-Hohen-

berg equation

We have also performed some simulations of the full Swift-Hohenberg equation (4.1).

This model has more degrees of freedom than the Landau-Ginzburg equations (4.26)–

(4.28), in a sense, because in the Swift-Hohenberg model the hexagonal lattice can be

aligned at any angle, while in the Landau-Ginzburg model a particular orientation of

the lattice has been assumed (see equation 4.19).
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Figure 4.14: Sequence showing how the hexagons evolve into rolls when

φcentre = 1.18, r2 = 0 and c̃ = 0.3. The top panel shows the initial condition

and subsequent images show snapshots every 100 time units.
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Figure 4.15: Four results from the full Swift-Hohenberg equation in rect-

angular geometry. The top two pictures correspond to a random initial con-

dition, with c̃ = 0.2 (left) and c̃ = 0.3 (right). The bottom two pictures have

a specially chosen initial condition in order to produce patterns aligned with

the x axis (both with c̃ = 0.4). The bottom right picture has a larger value

of ǫ, illustrating the ‘cross rolls’ that appear at the centre in this case. Note

that the hexagon patterns travel from right to left. The rolls are steady, ex-

cept in the top-right hand case, where the ‘steps’ in the rolls travel leftwards.

We first look at the results in a rectangular (Cartesian) domain. In this case the

results should agree with the Landau-Ginzburg model in the limit of small ǫ. In section

4.4.2 we extend the model to allow us to look at circular domains, in order to produce a

better representation of real pores and sunspots (which are usually roughly circular in

shape). The computations were all carried out using a modification of a code provided

by S. Houghton.

4.4.1 Cartesian geometry

Figure 4.15 shows typical results in a Cartesian domain. (The parameters a and b̃ were

chosen as in ‘Case I’ described in section 4.3.1; we fixed r = 0 and looked at several

values of c̃.) If ǫ is small then the results should agree with those found above (for the

139



Landau-Ginzburg model); the first three pictures in Figure 4.15 have ǫ = 0.3 and we

do indeed find similar results. However, for ǫ greater than about 0.4 to 0.5, ‘cross rolls’

start to appear at the centre of the domain (see bottom right hand picture in Figure

4.15, where ǫ = 0.5). These were not seen earlier, and they might represent some sort

of instability of the convection rolls. However, they could also be artifacts caused by

the large value of ǫ (this model is only strictly speaking valid for small ǫ), so we must

be careful in interpreting them.

Note that in the bottom two pictures, a specially chosen initial condition was used,

designed to give patterns aligned with the x axis. This is the equivalent of taking a real

initial condition in the Landau-Ginzburg model, and we indeed get good agreement with

those cases. In the top two pictures of Figure 4.15, a general, random initial perturbation

was used. This case does not directly correspond to the Landau-Ginzburg equations,

since it tends to produce a randomly aligned lattice – and not one aligned with the x

axis, as assumed in the previous model (see equation 4.19). Nevertheless, the results

are similar, with a transition between hexagons at the edges and rolls in the centre of

the domain, as before. One striking feature is that the rolls always manage to align

themselves with the x axis (parallel to the tilt of the magnetic field), even sometimes

producing a curious ‘stepped’ structure in order to achieve this (see top right picture of

Figure 4.15).

4.4.2 Cylindrical geometry

We have also produced an extension of the model (4.1) in which the magnetic field’s tilt

angle takes on a two-dimensional character. In other words, instead of simply imagining

the field to be tilted in the x-direction, we allow the field to be tilted in any horizontal

direction. This can be modelled in a simple way by allowing the ‘tilt angle’ (φ in the

above) to become a two-dimensional vector rather than a scalar, indicating a direction

as well as amount of tilt. Equation (4.1) then becomes

∂ψ

∂t
= rψ − (1 + ∇2)2ψ + αψ2 − γψ3 + a|φ|2ψ + b(φ · ∇)2ψ + cφ · ∇ψ. (4.45)

This equation can now be simulated within a circular domain, with the magnetic tilt

direction pointing radially outwards. This circular configuration is more like a sunspot

or pore than our previous model, which captured the behaviour of the convection in

inclined fields, but not the particular geometry of a sunspot. We expect this extension

of the model to give qualitatively similar results, with a travelling pattern of hexagons

140



and a transition to rolls for larger tilt angles, although there might now be additional

effects due to the new geometry.

It is unclear what boundary conditions should be taken around the circumference

of the domain. However, since this is intended to be an idealized, qualitative model

only, we will simply choose illustrative boundary conditions, namely either Dirichlet

(ψ = 0) or Neumann (∂ψ/∂r = 0) conditions at the outer edge. The use of two different

boundary conditions allows us to check which results are robust and do not depend on

effects at the outer boundary.

Initial results

We chose φ to be a radial vector: φ = f(r)er, with f(r) varying linearly from 0 at

the centre to 2.3 at the outer edge of the domain. This choice allows both rolls and

hexagons to appear. (The other parameters were taken from ‘Case I’ described in section

4.3.1, with r = 0.) The results, for four different values of c̃, are shown in Figure 4.16.

These results were obtained using the Dirichlet boundary condition, but we found no

qualitative differences when the Neumann boundary condition was used instead.

The four results are actually fairly similar to each other. There is a transition from

hexagons at the centre (where φ is small) to radial rolls around the edge (where φ is

large), as expected. For the c̃ = 0 case, the pattern is steady and time-independent

(after an initial transient); for c̃ > 0, the hexagons travel inward, while the rolls are

more or less steady and unchanging. The rolls contain a number of dislocations, which

arise because of the circular geometry. If we simply had a radial pattern of rolls, with no

dislocations, then the wavelength of the rolls would be increasing with radius; however,

the rolls have a preferred wavelength of 2π, and so this would not be an optimal solution.

Instead, dislocations are formed, and extra rolls are created, to keep the wavelength close

to 2π.

Notice that the boundary between rolls and hexagons is not a perfect circle at some

particular radius. Instead, the boundary is slightly blurred and ill-defined, and is irreg-

ular in shape (particularly for smaller c̃). When c̃ > 0 the boundary is also somewhat

dynamic, with patterns near the boundary constantly changing from rolls to hexagons

and back again.

This irregularly-shaped boundary is a little puzzling, given that our calculation in

section 4.3.2 predicted that the front would be located at a particular, well-defined

value of φ, which in the present model would correspond to a circle at a particular
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Figure 4.16: Results from the cylindrical model (equation 4.45). Top left:

c̃ = 0; top right: c̃ = 0.3; bottom left: c̃ = 0.6; bottom right: c̃ = 1.2.

In these pictures, the rolls are steady, while the hexagon pattern is time-

dependent (with individual hexagons travelling towards the centre).
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Figure 4.17: Results with c̃ = 0 and with a specially chosen initial condition

(left), designed to give a particular alignment of the hexagonal lattice. The

final state is shown on the right. (These are both steady solutions.) The

circle shows the expected position of the front between rolls and hexagons,

based on the calculations in section 4.3.2.

radius. However, note that in that calculation, a certain particular alignment between

the hexagonal lattice and the magnetic tilt vector was assumed. The rolls had to be

aligned along the tilt vector and so did the hexagonal lattice (see equation 4.19). In the

present results (e.g. Figure 4.16, top left picture), this condition is not always satisfied;

the angle between the hexagonal lattice and the magnetic tilt direction changes with

position. We can assume that the location of the front will also vary slightly, depending

on this angle. Therefore, we end up with an irregularly shaped front, whose radius

depends on position, as seen in the results.

As a way of illustrating this point, we have produced a result using a much more

regular initial condition, shown in Figure 4.17, left-hand panel. (Note also that we set

c̃ = 0 for this result, in order to prevent any travelling wave effects from destroying the

regularity of the pattern.) The initial condition is stable in the centre but unstable at

the circumference of the domain, so the system rapidly evolves into the steady state

shown in the right-hand panel of Figure 4.17.

Notice how the final pattern is now much more regular and symmetric than in the

previous results. Correspondingly, the front between hexagons and rolls also has a much

more regular structure than before. The position of the front now agrees well with the
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predicted position (based on the Landau-Ginzburg calculation of section 4.3.2), which

has been plotted as a circle on Figure 4.17.

Increasing the domain size with time

An interesting experiment is to allow the radius of the domain, as well as the corre-

sponding tilt angle at the outer edge, to increase with time. This can be thought of

as modelling a pore that is slowly growing with time; initially, it will contain cellular,

hexagon-like convection, but once the radius goes above a certain value, the tilt angle

at the outer edge will become large enough to allow rolls to appear. To model this

situation we have taken our usual distribution for φ (φ = φ0rer, with φ0 left constant)

but have allowed rmax to grow with time. We take a linear growth with rmax = r0 + r1t.

We ran this calculation using three different values of r1 and with a fixed value for

c̃ of 0.3. A typical result is shown in Figure 4.18. Circles have also been plotted on

the diagram, at radii corresponding to φ = φpf and φ = φsn (based on the calculations

of the previous chapter), so that rolls are stable outside the outer circle, hexagons are

stable inside the inner circle, and both patterns are stable in between the two circles.

(Note however that the values of φpf and φsn will vary slightly, depending on the chosen

orientation of the lattice – the variable θ from the previous chapter – and so the circles

should be taken as a guide only.)

When the domain is small, we find a solution consisting only of hexagons (e.g. top

left picture in each case), and when the domain grows larger, the solution has hexagons

in the centre and rolls around the edge (e.g. bottom left and bottom right pictures).

We might identify the former as a ‘pore-like’ solution and the latter as a ‘sunspot-like’

solution.

Note that one might expect the transition from hexagons to rolls to occur as φ

increases through φsn, i.e. as the boundary moves through the outermost of the two

circles plotted on the diagrams. In other words, we might expect the solution to follow

the hexagon branch until the very end, only switching to rolls after the hexagons finally

become unstable. However, this appears not to happen. Instead, the rolls seem to

appear as soon as φ reaches φpf , i.e. as the boundary moves through the innermost

circle, as seen in the top right picture of Figure 4.18. The reason for this is unclear, but

it might be due to boundary effects which cause the roll pattern to be favoured near the

boundary.

We have also performed runs in which the domain shrinks with time instead of ex-
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Figure 4.18: A run in which the radius of the domain has been allowed

to increase slowly with time. (Snapshots are shown at four different times,

with time increasing from left to right and top to bottom.) The Neumann

boundary condition has been used. The two circles indicate the radii at which

φ = φpf = 1 and φ = φsn = 1.4. Note that the rolls first appear (roughly)

as the boundary expands through the innermost circle (see top right hand

picture).
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Figure 4.19: As Figure 4.18 except that the domain is now contracting,

rather than expanding, with time. We see more or less the same sequence of

events in reverse. In particular, the rolls disappear at (more or less) the same

point at which they appeared, i.e. as the domain boundary passes through the

innermost circle. In other words, there is little or no hysteresis between the

point where the rolls appear in an ‘expanding’ run and where they disappear

in a ‘contracting’ run.
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pands (see Figure 4.19). Here we see more or less the same sequence of events in reverse,

with the transition from ‘sunspot-like’ to ‘pore-like’ configurations again occurring as

the boundary moves through the inner circle (corresponding to φ = φpf). In other words,

the model shows no hysteresis between the two configurations as the domain is expanded

and shrunk again.

Notice that the rolls in these images contain a number of dislocations along their

length. We have already seen this phenomenon (e.g. Figure 4.16), and it can be explained

as a way of maintaining the preferred wavelength of 2π despite the circular geometry.

This pattern of rolls is seen in most of our runs, but we also find one other pattern in

certain cases, and that is a spiral pattern; see Figure 4.20.

To obtain the spirals one must set the problem up quite carefully. In particular, they

seem to arise only when the domain expands very slowly (and even then, only in some

cases). Otherwise, the straight radial rolls will be seen. The spiral pattern is therefore

an interesting quirk of the model, but may not be related to any particular phenomenon

in sunspots.

Finally, note that there is a different time dependence between the two cases (Figures

4.18 and 4.20). In both cases, the hexagons travel inwards, but the behaviour of the

rolls is different. In the former case (with straight radial rolls) the rolls are steady; in

the latter case, the spiral pattern is observed to rotate with time. The spiral patterns

can rotate because they break the rotational symmetry of the system. In addition, the

pattern is drifting inwards at each point (for c 6= 0), which will create the impression

that the entire pattern is rotating.

4.5 Conclusions

In this chapter we have constructed a modified Swift-Hohenberg equation that can be

used to model convection in an inclined field where the inclination angle φ varies across

the domain (in a predefined way). We have also derived a set of three coupled Landau-

Ginzburg equations from this. This allowed the transition between rolls in one part

of the domain and hexagons in another part to be investigated. The equations were

studied in both Cartesian and circular domains – the former being easier to work with

theoretically, and the latter being closer to a real sunspot.

The Cartesian results demonstrate two main points. The first is that there can indeed

be a sharp transition, or front, between the hexagon and roll patterns (in the case where
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Figure 4.20: As Figure 4.18, except that here the domain has been ex-

panded much more slowly than before (and also the Dirichlet boundary con-

dition has been used). The rolls have formed a coherent spiral pattern, which

appears to rotate with time (in a clockwise direction).
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the bifurcation from hexagons to rolls is subcritical). The sharpness of the transition is

limited only by the amount of diffusion in the system. The other effect demonstrated by

the Cartesian results is that the hexagonal pattern travels, with a speed that depends

on position; if φ decreases along the direction of travel, as in a sunspot umbra, then

this causes the pattern to become compressed with time (since the ‘back’ of the pattern

is moving faster than the ‘front’), eventually causing adjacent pairs of hexagons to be

‘squashed’ together.

More immediately applicable to sunspots are the results in the circular domains.

Here, we find hexagonal convection in the centre of the domain, corresponding to the

umbra of a sunspot, and rolls near the circumference, which would be the penumbra.

The rolls are oriented radially, but because of the circular geometry, there cannot simply

be a pattern of radial rolls without dislocations. Instead we find either a spiral pattern

of curved rolls (which rotates with time, since the pattern is travelling inwards at each

point), or, more commonly, a static pattern of straight radial rolls, with a number of

dislocations.

These results are interesting because they show that certain features of sunspots

can be understood using only a relatively simple model. In other words, whilst many

sunspot phenomena undoubtedly require knowledge of the underlying solar physics for

their explanation, there are nevertheless some aspects that can be understood in terms

of simplified models using only minimal assumptions. Indeed, our model does not even

use the MHD equations, relying instead on simple symmetry-based arguments, and yet

it produces reasonably ‘sunspot-like’ results, if we interpret the hexagonal regions in our

models as the ‘umbra’, and the regions containing rolls as the ‘penumbra’.

Among the features of real sunspots illustrated by the model is the fact that patterns

tend to travel. Our model shows that the hexagonal patterns within the umbra tend to

travel inwards; in real sunspots, travelling features are observed within both the umbra

and the penumbra. This motion is naturally explained as a pattern drift, caused by

symmetry breaking induced by the tilted magnetic field. Note that the direction of

travel is not predictable from symmetry arguments alone – we know that patterns must

travel, but we cannot say in which direction they will travel without knowing more

about the underlying physics.

Another interesting feature of the model is that it shows quite clearly a transi-

tion in the pattern of convection from hexagons to rolls. This transition seems to be

a fundamental property of magnetoconvection in inclined fields and its existence was

149



demonstrated in the weakly nonlinear models of the previous chapter. The results in

this chapter illustrate how this can quite naturally lead to a two-component sunspot

with both an umbra and a penumbra, if the magnetic field is sufficiently tilted at the

edge of the spot. No special physics is needed; the transition occurs naturally as a result

of the (minimal) assumptions built into the model.

As would be expected given the nature of the model, there are also many details

of real sunspots that are not captured by our results. For example, the model only

applies to weakly nonlinear convection; in the strongly nonlinear conditions found in

the Sun, we would expect more complicated, and possibly more turbulent, versions of

the hexagon and roll patterns to be present (although it seems likely that the transition

from hexagonal to roll-like patterns would still exist in some form).

Another example is found in the penumbra: while our model ‘penumbrae’ consist

only of simple radially-oriented convection rolls, real penumbrae have a more compli-

cated structure, with distinct bright and dark filaments and an intricate interlocking-

comb magnetic field configuration. Clearly, this magnetic fine structure requires a more

complicated model for its explanation.

Indeed, our model does not allow for the possibility of azimuthal variations in the

magnetic field inclination. Instead, the magnetic field configuration is specified in ad-

vance (by giving the vector φ(x)) and is assumed to be unchanging during the calcu-

lation. In reality, we would expect the field to be rearranged by the convection. For

example, Weiss et al. (2004) have suggested that the penumbral fine structure starts to

form because of an instability leading to a fluted field configuration. If this is correct,

then our model would represent a sort of ‘proto-sunspot’ configuration, at a stage before

this instability has taken hold.

Another difference between our model and reality is that hysteresis between pores

and sunspots is observed (the largest pores are larger than the smallest sunspots), but no

similar effect is found in the model (see Figures 4.18 and 4.19). However, this is perhaps

not surprising given that many important physical effects are not included in the model.

For example, Weiss et al. (2004) suggest that flux pumping may be an essential part of

the explanation. (See also Rucklidge et al. 1995 for a simple method of modelling this

hysteresis.)

In summary, we see that the model presented in this chapter, a model based on

simplified equations and including very little in the way of solar physics, can nevertheless

produce results that are reasonably sunspot-like. It illustrates how some of the basic
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properties of sunspots can be explained using only simple symmetry-related arguments

– for example, a transition between umbra and penumbra seems almost inevitable, given

the transition from hexagon-like convection to roll-like convection that must occur as

the field becomes more tilted. Of course there remain many details that the model gets

wrong, and that require more intricate explanations, based on detailed solar physics

models: for example, the direction of travel of umbral and penumbral features (either

inwards or outwards), or the complex fine-scale structure of the penumbra. These can

ultimately only be explained by performing three-dimensional numerical simulations,

and this is the subject that we will turn to in the next chapter.
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Chapter 5

Numerical simulations

5.1 Introduction

Having looked at a number of simplified models, we are now ready to look at full

three-dimensional numerical simulations. Although still idealized in many ways, these

simulations will be a step closer to reality than the kind of models we have consid-

ered in previous chapters. Of course, this extra realism is balanced by the long run

times required by three-dimensional computations, meaning that only a few isolated

points in the parameter space can be examined, rather than being able to plot complete

bifurcation diagrams, as we have done previously.

We will begin, in section 5.4, by looking at simulations with simple uniform magnetic

fields. This will allow us to study the basic phenomena of magnetoconvection in inclined

fields, and to look at what changes occur as the inclination angle is varied. These

simulations will correspond to the type of situation considered in Chapters 2 and 3.

Our aims will be to confirm the results from those chapters, and to examine the new

behaviour that occurs in more strongly nonlinear regimes.

In a (relatively strong) vertical field, previous calculations have shown that a sta-

tionary hexagonal convection pattern will be found. (See section 1.5 from the Intro-

duction for more information and references.) We have discussed in previous chapters

the changes that would be expected to this pattern once the field becomes tilted. Of

these, the main ones were that we would expect the cells to become elongated along the

direction of tilt of the field for moderate tilt angles, and we would expect the pattern to

travel, either towards or against the tilt. For larger tilt angles, a pattern of rolls would

be expected.
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The calculation of Hurlburt et al. (2000) appears to confirm these expectations.

Their simulations show a travelling pattern of cells for φ = 22◦, and a more roll-like

pattern for φ = 67◦. However, their simulations used relatively small boxes, and only

three different runs were shown. In this chapter a larger number of runs is presented,

and this reveals a clearer picture of which patterns occur in which areas of parameter

space.

In sections 5.5 and 5.6 we move on to more complicated situations in which the

angle of inclination of the field varies with position. This is motivated by the structure

of sunspots, and in particular the sharp distinction observed between the umbra and

the penumbra. We conjecture that this is ultimately caused by a change in the nature

of convection that occurs once the field becomes sufficiently inclined to the vertical. In

order to investigate this conjecture, therefore, we would like to answer the following

question: Is it possible to produce a model in which there is a sharp distinction between

two different forms of convection in two different regions of the computational domain,

one where the field is near-vertical, and one where the field is near-horizontal?

5.2 Definition of the problem

In this chapter, we will use a standard model of compressible magnetoconvection, as

described (for example) by Matthews et al. (1995); Bushby and Houghton (2005). This

model assumes that the following quantities are all constant: the heat capacities cp and

cv, the thermal conductivity K, the dynamic viscosity µ, the magnetic diffusivity η, the

permeability µ0 and the acceleration due to gravity g. The calculation is performed

within a Cartesian box of depth d and with periodic boundary conditions in the hori-

zontal directions. The lengths of the box in the x and y directions will be λxd and λyd

respectively, where λx and λy are the (dimensionless) aspect ratios. The box is filled with

conducting plasma which is initially static, with a known temperature T0 and density

ρ0 at the top of the box.

The equations of motion will be expressed in non-dimensionalized form with lengths

being scaled by d (the depth of the box), densities by ρ0, temperatures by T0 and mag-

netic fields by the initial magnetic field strength, B0 (the details of the initial magnetic

field setup will be discussed further below). Time will be measured in units of the

isothermal sound travel time at the top of the layer, d/(R∗T0)
1/2, where R∗ is the gas

constant (equal to cp − cv).
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The non-dimensionalized governing equations are as follows: the equation of mass

conservation
∂ρ

∂t
= −∇ · (ρu), (5.1)

the momentum equation

∂

∂t
(ρu) = −∇

(

p+
FB2

2

)

+ ∇ · (FBB − ρuu + σκτ ) + θ(m+ 1)ρez, (5.2)

the induction equation
∂B

∂t
= ∇ ∧ (u ∧ B) + ζ0κ∇2B (5.3)

and the heat equation

∂T

∂t
= −u · ∇T − (γ − 1)T∇ · u +

γκ

ρ
∇2T +

κ(γ − 1)

ρ

(

στ 2

2
+ Fζ0j

2

)

, (5.4)

together with the equation of state

p = ρT (5.5)

and Maxwell’s equation

∇ · B = 0. (5.6)

(Note that we use a coordinate system in which z increases downwards.) The symbol j

represents the current density (j = ∇∧B) while τ is the viscous stress tensor, defined

as follows:

τij =
∂ui
∂xj

+
∂uj
∂xi

− 2

3
δij
∂uk
∂xk

. (5.7)

The non-dimensionalization introduces a number of dimensionless parameters, and

these are summarized in Table 5.1.

In the absence of convection, these equations admit a static trivial solution where

u = 0 and ρ and T take the form of a polytrope of index m:

T = 1 + θz (5.8)

ρ = (1 + θz)m (5.9)

p = (1 + θz)m+1. (5.10)

We will use this state as the initial condition for our simulations (together with a small

random perturbation added to the temperature field). We have not yet specified the

initial condition for B, but note for now that we may take B to be any field satisfying

∇ · B = 0 and ∇ ∧ B = 0 (this ensures that there is no Lorentz force to disturb the

static state, and that ∂B/∂t = 0 in the induction equation).
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Parameter Symbol Definition Value

Ratio of specific heats γ cp/cv 5/3

Prandtl number σ µcp/K 1

Ratio of magnetic to

thermal diffusivity (at z = 0) ζ0 ηcpρ0/K 0.2

Polytropic index m gd/R∗∆T − 1 1

Dimensionless temperature difference θ ∆T/T0 10

Dimensionless thermal conductivity κ K/dρ0cp(R∗T0)
1/2 variable

Dimensionless magnetic field strength F B2
0/R∗T0ρ0µ0 variable

Table 5.1: Dimensionless parameters and their meanings. Note that ∆T is

the imposed (dimensional) temperature difference between the top and the

bottom of the layer.

We now discuss the values chosen for the parameters in Table 5.1. Note first of all

that due to the large number of parameters, it would be impossible to conduct a full

survey of the parameter space. Therefore, we have chosen fixed values for most of the

parameters, and these values are shown in the final column of the Table. For example, γ

is chosen to be the ratio of specific heats for an ideal monatomic gas (as appropriate for

the Sun). The other parameters are largely arbitrary; we use values consistent with the

work of Rucklidge et al. (2000). We note that the choice of θ = 10 implies a fairly deep

layer, in which the temperature varies by a factor of 11 from top to bottom. Note also

that the effective value of ζ is a function of depth; the choice ζ0 = 0.2 corresponds to

a value of 0.2 at the top of the layer, 1.2 at mid-layer and 2.2 at the bottom. Previous

calculations (e.g. Weiss et al., 1990; Rucklidge et al., 2000) have shown that in this

situation convection is steady, rather than oscillatory, at onset (although oscillatory

behaviour can appear above onset via secondary bifurcations).

The remaining parameters – κ and F – are allowed to vary between different runs.

It is more convenient to express these in terms of the Rayleigh number R and Chan-

drasekhar number Q, defined as follows:

R =
(m+ 1)θ2

σκ2γ
(m+ 1 −mγ)(1 + θ/2)2m−1, (5.11)

Q =
F

ζ0σκ2
. (5.12)

(Given values for R and Q, these equations can be inverted to find the appropriate
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values for κ and F .)

At the top and bottom surfaces, we use standard impenetrable, stress-free boundary

conditions, with uz = ∂ux/∂z = ∂uy/∂z = 0. The temperature will be fixed (T = 1 at

z = 0, and T = 1+θ at z = 1). For the magnetic field, we will match to a potential field

above the layer, while ‘tying’ the field lines at the lower boundary (i.e. the top boundary

is insulating, and the lower boundary is conducting). As was discussed in Chapter 2,

this seems an appropriate choice of boundary conditions for the Sun. (The equations

for these magnetic boundary conditions are derived in Appendix A.)

5.3 Numerical methods

In this section we describe the methods used to solve (5.1)–(5.4) numerically.

Any numerical code for magnetohydrodynamics must have some method for ensuring

that ∇ · B = 0. We can see from the induction equation that provided ∇ · B is zero

initially, it will, mathematically speaking, remain zero for all time. However, when

implementing the equation on a computer, we will find, if we are not careful, that

numerical errors in the simulation build up and lead to a non-zero ∇·B being produced

after a certain time.

One way to combat this problem is to write the induction equation in conservative

form, as ∂B/∂t = −∇∧ E. In theory, solving the equation this way means that ∇ · B
will be conserved to machine precision (because ∇ · (∇ ∧ E) = 0). However, while the

method works well within the interior of the layer, there can be problems at the top

and bottom boundaries. These problems arise when numerically evaluating the required

vertical derivatives of E (∂Ex/∂z and ∂Ey/∂z) – if this is not done carefully, and in

a manner consistent with the boundary conditions, then errors will be introduced and

∇ · B will grow. For simple vertical field boundary conditions (Bx = By = 0), this will

not be a problem (since we know ∂Ex/∂z = ∂Ey/∂z = 0 in such cases), but in general

we will not be able to write down explicit boundary conditions for ∂Ex/∂z and ∂Ey/∂z.

A more robust approach is to re-write the equations in poloidal-toroidal form. This

basically means that B is written as

B = ∇∧ (BTez) + ∇∧ (∇∧ (BPez)) (5.13)

where BT and BP are the toroidal and poloidal potentials respectively. We can now

derive induction equations describing the evolution of BT and BP , instead of Bx, By

156



and Bz (we also have to add a ‘mean field’ term, B̄(z); see Appendix B for the details).

The advantage of doing this is that it is now impossible for ∇ ·B to become non-zero –

whatever values BT and BP take, the form of (5.13) is such that we will have ∇·B = 0.

The only disadvantage of this method is that the simulation will run slightly more slowly,

since a few extra spatial derivatives need to be computed at each timestep.

Note that the other equations (the continuity, momentum and heat equations) do

not change when using the poloidal-toroidal formulation. Formally, we should substitute

(5.13) into (5.1)–(5.4), but in fact it is more efficient to compute B once, using equation

(5.13), and then simply to use that value wherever B is needed in the other equations.

Once the equations have been rewritten in poloidal-toroidal form, they need to be

discretized. For the spatial discretization we use a mixed finite difference/pseudospectral

code. The term ‘pseudospectral’ refers, in our case, to the horizontal directions, where,

since periodic boundary conditions are being used, all variables can be written as Fourier

series. (The Fourier coefficients can be computed efficiently by using the Fast Fourier

Transform algorithm, as described for example by Press et al. 1992.) Differentiation

then becomes a simple matter of multiplying by ik (where k is the wavenumber) in

Fourier space. The advantage of this method is that the spatial derivatives can be com-

puted much more accurately than with a finite difference method, if the functions being

differentiated are smooth (see e.g. Boyd 2001). However, this method cannot be used

for the vertical derivatives, because the vertical boundary conditions are not periodic.

Instead, a fourth order finite difference formula is used to compute the derivatives in

this direction.

For the time discretization, the explicit third-order Adams-Bashforth method is used.

The timestep is limited by stability constraints, derived both from the diffusive timescale

and from the wave travel time across a mesh interval (i.e. the Courant condition; see

Press et al. 1992). The computed maximum timestep is multiplied by a safety factor of

0.2. The scheme is stable provided that the diffusion coefficients are sufficiently large.

At the end of each timestep, boundary conditions are imposed. This is done simply

by setting each variable to an appropriate value on the boundary. For example, the

boundary values of uz are set to zero, while the boundary values of ux and uy are set so

as to ensure that ∂ux/∂z and ∂uy/∂z evaluate to zero at the boundary (when calculated

using a one-sided finite difference formula). The boundary conditions are also utilized

when calculating vertical derivatives near the boundary (where this is possible).

Also at the end of each timestep, we ‘dealias’ the variables, by applying the usual ‘2/3

157



rule’. This means that we filter out any modes with wavenumber (with respect to the

horizontal directions) greater than two thirds of the Nyquist wavenumber (sometimes

called ‘Nyquist frequency’, although in this case it is really a wavenumber rather than

a frequency because it applies to space rather than time). This is easily implemented

in Fourier space: the relevant Fourier amplitudes are simply set to zero.

The dealiasing is necessary because, although our computational grid can only repre-

sent modes of wavenumbers up to the Nyquist wavenumber (equal to π/λ, where λ is the

grid spacing), modes of higher wavenumbers will in fact be generated by the nonlinear

terms in the equations of motion. These modes do not simply disappear; instead their

energy reappears at lower wavenumbers, in a process known as ‘aliasing’, and this can

sometimes cause ‘aliasing instability’ (see e.g. Boyd 2001 for further explanation). The

problem is avoided by filtering out the highest-frequency modes.

Note that the ‘2/3 rule’ applies to systems in which the nonlinearities are quadratic.

This is true for most of our nonlinear terms, although there are some terms that involve

divisions by ρ, for which the ‘2/3 rule’ is not strictly speaking appropriate. Nevertheless,

we have found that in practice, this rule has been sufficient to prevent the aliasing

instability from occurring.

One further problem with the code, as described so far, is that it is sometimes prone

to numerical instabilities leading to fluctuations in the density. This can be a particular

problem near the top boundary, where the lowest values of density can be found, and

sometimes the density can even go negative, with disastrous results. We have found that

this can often be solved by increasing the numerical resolution in the vertical direction.

There are also two other ad hoc methods that we have used in order to improve the

stability.

The first is to impose a boundary condition on the density. Strictly speaking, the

density does not satisfy a boundary condition, but we can derive one by observing that

uz = 0 on the boundaries. This means that the z-component of the right-hand side of

the momentum equation (5.2) will be zero on the boundary. The resulting equation can

be interpreted as a boundary condition, as follows:

0 = − ∂

∂z

(

ρT +
FB2

2

)

+
∂

∂xj
(FBjBz + σκτjz) + θ(m+ 1)ρ. (5.14)

In theory this equation should be satisfied automatically (provided that we are solving

the momentum equation correctly), but in practice, numerical errors can cause the

right-hand side of (5.14) to take on a small non-zero value. We correct this by explicitly
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applying (5.14) as a boundary condition, i.e. by adjusting ρ on the top and bottom

boundaries at the end of each timestep such that (5.14) is satisfied exactly. Doing

this helps to ensure that the momentum equation is fully consistent with the boundary

conditions, and this appears to improve the stability of the code in some cases.

Another method that can improve the stability of the density near the top boundary

is to rewrite the continuity equation. Writing it as

∂ρ

∂t
= −ρ∇ · u − u · ∇ρ, (5.15)

instead of the conservative form (5.1), appears to improve stability (P. Bushby, private

communication). One advantage of this formulation is that we no longer need to evalu-

ate the vertical derivative of the density on the boundary (because uz = 0 there). One

disadvantage of not using the conservative form is that the method may no longer con-

serve mass exactly; however, in our simulations we typically find that mass is conserved

to better than 1% accuracy, so this is not a serious problem.

All of these methods are implemented in a code which was originally written by

Cattaneo et al. (1991) for the purely hydrodynamic case. Magnetic fields were added by

Matthews et al. (1995), and the code has been worked on by various people since then

(including P. Bushby, S. Houghton and N. Roxburgh). The changes made by the present

author were the addition of the poloidal-toroidal field representation, and the addition

of new magnetic boundary conditions. The modified code was tested by comparing it

against linear theory.

Runs with resolutions of up to 256× 128× 144 points were carried out. The code is

parallelized (using MPI), so that several processors can be used for a single run. Smaller

runs (of resolutions of around 643) were carried out on clusters of standard PCs, but for

the larger runs we made use of the Cambridge-Cranfield High Performance Computing

Facility, using up to 72 processors for each run.

5.4 Runs with uniform fields

In this section we take as our initial condition for B a straight, uniform field, inclined at

an angle φ to the vertical, as shown in Figure 5.1. We can then investigate the different

types of behaviour that occur as the tilt angle is varied.

We choose in this section to keep Bz constant (as opposed to keeping |B| constant)
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Figure 5.1: Diagram showing the initial field configuration for the ‘uniform

field’ runs. Note the directions of the three coordinate axes. (The field is

tilted towards the positive x-direction.)

as φ is varied. In other words, we take

Binitial =









− tanφ

0

1









. (5.16)

This is different from the convention used in previous chapters (where we fixed |B|).
The motivation for this change is that, at least near onset, the amplitude of convection

is controlled by the size of Bz, not |B|. In other words, if we fix the Rayleigh number

(and all other parameters) and vary φ, then for fixed Bz, the amplitude of convection

stays roughly constant, while for fixed |B| the amplitude increases with increasing φ.

The former seems more convenient, since we can control the amplitude of convection

(and degree of nonlinearity) by varying R, independently of the changes in tilt angle.

For the numerical runs themselves, we chose to vary R and φ, while keeping Q fixed,

at 2500 (for a vertical field, this would correspond to the ‘strong field’ regime of Weiss

et al. 2002). We used aspect ratios of λx = λy = 4, with resolutions of 64 grid points in

each horizontal direction, and between 40 and 80 grid points in the vertical.

The results are summarized in Figure 5.2. Each point on this graph represents the

result of one simulation run, and the different symbols represent the different types of

convection pattern that were found. Two basic patterns were found, namely rolls and

cells. The cells also divided into three main types, which we have denoted ‘normal’,

‘wavy’ and ‘turbulent’. Finally, at the points marked ‘subcritical’, the trivial static
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Figure 5.2: Diagram showing the solution types found at different values

of R and φ, for Q = 2500.
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solution was found to be stable, and no convection took place (since the simulations

were started from scratch).1

Some of the cellular solutions are illustrated in Figure 5.3. These runs all converged

to uniformly drifting, but otherwise steady patterns (i.e., patterns which would be steady

if viewed in an appropriately moving frame). The top two pictures in the Figure show

what we have called ‘normal’ cellular solutions. Here the cells line up in a regular, more

or less rectangular pattern. This is in contrast to the bottom two pictures, which show

the ‘wavy’ cells. Here the convection cells form the same basic rectangular pattern, but

this time it is subject to a zig-zag-like modulation.

There are a number of points to note about these solutions. Firstly, the basic pattern

formed is one of rectangles, but the expected pattern in compressible convection is

hexagonal. However, as pointed out by Matthews (1998), it is not possible to have a

perfect hexagonal pattern in a square computational domain. In large domains we can

obtain near-hexagonal patterns, but here we have used a relatively small aspect ratio

(of 4) and this may be the reason that rectangular patterns are found instead.

Another observation is that the form of the solutions changes as the field becomes

more inclined. For example, the cells become more and more elongated along the di-

rection of tilt as φ increases. Moreover, the cells start to ‘run together’ forming more

roll-like structures, particularly at the bottom of the box. At φ = 30◦ (top left picture

in Figure 5.3), there is a clear pattern of cells at both the top and the bottom of the

box, but at φ = 45◦ (top right picture), the cells are less clearly separated at the bottom

of the box. By φ = 52◦ (bottom left picture), the pattern at the bottom boundary

is roll-like, although there are still clearly separated cells at the upper boundary. By

φ = 75◦ the cells at the top of the box have started to blend together as well.

The two other main types of solution are illustrated in Figure 5.4. The left-hand

panel shows a roll solution; these are found mostly for very large φ, but they can also

be found for smaller φ if R is only just above critical. For very large R we have found

more turbulent solutions; a snapshot from one of these can be seen in the right-hand

panel of Figure 5.4.

All of our solutions (except the straight parallel rolls) were found to travel. The

1This means that these points are linearly subcritical. We did not attempt to look for nonlinear

subcritical solutions here. For example, one might expect hexagons to be stable subcritically (see also

Chapter 3); to see these, we would have had to run simulations starting from a (perturbed) hexagon

solution, instead of starting from scratch.
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Figure 5.3: Solutions with uniform fields (all with Q = 2500). Top left:

R = 105, φ = 30◦; top right: R = 105, φ = 45◦; bottom left: R = 1.05 × 105,

φ = 52◦; bottom right: R = 1.75 × 105, φ = 75◦. The colours indicate

temperature perturbation (with black, blue representing cool fluid, and green,

yellow, red representing warm fluid), and the small arrows show the direction

and magnitude of the fluid velocity (when projected onto each of the surfaces

of the box). Note that each of these patterns drifts in the negative x-direction

(against the direction of tilt).
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Figure 5.4: Additional solutions in a uniform field (with Q = 2500). Left-

hand picture: R = 105, φ = 60◦. This is a steady solution. Right-hand

picture: R = 2 × 105, φ = 30◦. This solution is turbulent – the pattern is

constantly evolving – but there is also a noticeable leftward drifting motion.

direction of travel was always against the tilt (i.e. in the negative x-direction) – there was

no reversal of the direction of travel with increasing φ, although we do see a transition

from drifting solutions to steady rolls as φ becomes large. We also find, in agreement

with Hurlburt et al. (1996, 2000), that the mean flow at the surface is always in the

opposite direction to this phase velocity (i.e. the pattern drifts to the left, but the mean

flow at the surface is to the right).

5.5 Runs with non-uniform fields: ‘Arch’ initial con-

dition

We now turn to runs with in which the initial condition involves a non-uniform magnetic

field. As mentioned in the introduction to this chapter, these calculations are motivated

by the difference in appearance between the umbra and the penumbra of a sunspot, and

the aim will be to try to produce a model in which there is a sharp change between

two different forms of convection. We begin with a simple ‘arch’-shaped field, and then

move on (in the next section) to slightly more sophisticated initial configurations.
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Figure 5.5: The ‘arch’ initial field (for λx = 24). The black curves are field

lines, and the colours show the field strength |B|.

We describe the ‘arch’-shaped field first. Here, the initial magnetic field configuration

will be a two-dimensional field, given by

Bx(x, z) = −∂χ
∂z
, By = 0, Bz =

∂χ

∂x
(5.17)

where

χ(x, z) =
λx
2π

sin

(

2πx

λx

)

exp

(

2π(z − 1/2)

λx

)

. (5.18)

Note that this field satisfies ∇ ∧ B = 0, so that it is force-free and current-free, and

therefore our trivial, motionless solution (5.8)–(5.10) is still an equilibrium state. Note

also that

|B| = exp

(

2π(z − 1/2)

λx

)

, (5.19)

so that the field strength increases with depth; the normalization has been chosen such

that |B| = 1 at mid-layer (z = 1/2).

The field is illustrated in Figure 5.5. The Figure only shows the field for x ∈ [0, λx/2];

the second half (for x ∈ [λx/2, λx]) is identical to the first, but with a sign change. In

fact, the entire field can be generated from the first quarter (for x ∈ [0, λx/4]), by using

the following symmetries:

B(x+ λx/2, z) = −B(x, z), (5.20)

Bx(−x, z) = −Bx(x, z), (5.21)

Bz(−x, z) = Bz(x, z). (5.22)

Therefore, it is in fact possible to restrict attention to one quarter of a full period (i.e.,

x ∈ [0, λx/4]). By running simulations in only this subset of the box, we can in effect

reduce the run time by a factor of 4. (This can be implemented by using so-called

‘quarter-wave’ Fourier transforms instead of ordinary ones.) We will use the symbol λ′x

to represent the width of the box actually used in the simulation (i.e. λ′x = λx/4).
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Figure 5.6: Snapshots at four different times during the ‘arch’ run with

Q = 1000 and R = 2.5 × 104, showing how the adjacent rolls wax and wane

in amplitude. The colours show temperature perturbation while the arrows

show the projection of the fluid velocity onto each surface of the box.

The reason for choosing the initial condition shown in Figure 5.5 was as a simple

way of modelling a sunspot. The ‘sunspot’ is represented by the region with a near-

vertical field – in fact, we have two ‘sunspots’ in our domain, one at each end of the

box. This could also be seen as an infinite chain of ‘sunspots’, in view of the periodic

boundary conditions. Note that the field is relatively strong everywhere – there is no

region of weaker field to represent the ‘outside’ of a sunspot – so it would perhaps be

more accurate to think of two ‘umbrae’ (the near-vertical fields near the edges of the

box) connected by a shared ‘penumbra’ (the region of near-horizontal field in the centre).

We ran a simulation starting from this initial condition and using the parameters

R = 25000, Q = 1000, λ′x = 6, λy = 3.5, and a resolution of 65 × 128 × 48. Note

that a greater resolution is required in the y-direction than in the x-direction; this is
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Figure 5.7: Plots of mean kinetic energy, mean magnetic energy and Nus-

selt number against time for the ‘arch’ run with Q = 1000 and R = 2.5×104.
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Figure 5.8: Three-dimensional visualization of the magnetic field lines

within the computational box (at the end of the calculation). For refer-

ence, the temperature perturbations on the top and bottom surfaces are also

shown, where black, purple and blue indicate cooler fluid, and yellow, orange

and red indicate warmer fluid.

because the simulation produces rolls aligned with the magnetic field, which tend to

have thin downflow sheets aligned in the x-z plane, and these downflows need to be

properly resolved. (Note also that the vertical resolution is a little lower than what we

have used for some of our other runs.)

Figure 5.6 shows snapshots of this run at four different times near the end of the

calculation (after a quasi-steady state has been reached). The results clearly show a

region of hexagon-like convection towards the outer edge of the domain, where the field

is more vertical, with a transition to roll-like features in the centre, where the field is close

to horizontal. Note the time dependence; the ‘rolls’ are undergoing a sort of oscillation,

with adjacent rolls waxing and waning in amplitude. Figure 5.7 shows time series for

kinetic and magnetic energy and the Nusselt number, which illustrate these oscillations

more clearly. (The Nusselt number is a dimensionless measure of the superadiabatic

temperature gradient, defined as follows:

N =
dT̄ /dz − θ(m+ 1)(1 − 1/γ)

θ − θ(m+ 1)(1 − 1/γ)
, (5.23)

where dT̄ /dz is the mean temperature gradient at the bottom of the layer. Recall that

dT̄ /dz = θ in the absence of convection; thus N = 1 if convection is not present, and

N − 1 measures the convective contribution.)

Figures 5.8 and 5.9 show three-dimensional visualizations of the magnetic field struc-
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Figure 5.9: Three-dimensional visualization of a potential-field extrap-

olation of the field lines above the computational box. The temperature

perturbation on the top of the box is also shown.

ture. The former shows the actual magnetic field structure within the box, while the

latter shows the potential field extrapolation of the magnetic field into the region above

the box.

In Figure 5.8, notice that at the edge of the box (in the region where hexagonal

convection is found, and the field lines are near-vertical), the magnetic field structure

is largely unaltered from its initial configuration. However, towards the centre of the

box, where the near-horizontal fields can be found, the field lines are visibly pushed

downwards compared to the initial condition. This can perhaps be seen more clearly in

Figure 5.10 which shows the y-averaged magnetic field. Here, the depression of the field

lines towards the right-hand end, and the increased field strength towards the bottom

of the layer, are visible.

This seems to be evidence that flux pumping (Tobias et al., 2001; Thomas et al.,

2002a; Weiss et al., 2004) is taking place within our simulation. This is a phenomenon in

which magnetic field is transported downwards by the convection, due to the asymmetry

– found only in compressible convection – between the fast-flowing downward plumes

and the slow-moving upflows. In order to investigate this further, we have plotted the

centre of magnetic mass as a function of both x and t. The centre of magnetic mass,

zmm, is in some sense a measure of the ‘average depth’ of the (horizontal) field, and we
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Figure 5.10: The magnetic field within the computational box, after aver-

aging over the y-direction (thus obtaining a two-dimensional field). The

colours indicate |B|, and field lines are also plotted. The upper panel

shows the initial condition, while the lower panel shows the final state (time-

averaged over one oscillation period).

define it as follows:

zmm(x, t) =

∫ λy

0

∫ 1

0
zBx dzdy

∫ λy

0

∫ 1

0
Bx dzdy

. (5.24)

(Note that flux pumping acts only on the horizontal flux, so we are only interested in

the ‘centre of mass’ of the horizontal, not the vertical, field.)

We also define a version averaged over x as well as y:

z̄mm(t) =

∫ λ′x
0

∫ λy

0

∫ 1

0
zBx dzdydx

∫ λ′x
0

∫ λy

0

∫ 1

0
Bx dzdydx

, (5.25)

The first version is useful for describing how the effectiveness of pumping depends on

position within the box, while the second version gives an average measure of the pump-

ing over the entire box. (The second version corresponds to the definition adopted by

Tobias et al. 2001, except that here we use Bx instead of By.)

Figure 5.11 shows zmm as a function of x for our run with R = 25000 and Q = 1000.

The dotted line shows the initial value, while the solid line shows the final value of zmm;

the latter has been time-averaged over one oscillation period. The graph shows that at

the right-hand end of the box, where the field is near-horizontal, the centre of magnetic

mass has been pumped downwards significantly, but the pumping is less effective in

regions where the field is more vertical (indeed, zmm actually reduces in value near the

left-hand end of the box).
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Figure 5.11: The centre of magnetic mass zmm(x), time-averaged over one

oscillation period. (The dotted line shows the value of zmm at t = 0, for

comparison.)

Even at the right-hand end of the box, the change in zmm is relatively small – only

about 10% of the layer depth. In the calculation of Tobias et al. (2001), the horizontal

field was pumped downward by a somewhat larger amount. The difference is that in

their calculation, the computational domain was extended by adding a stable layer

underneath the normal convecting region; the field could therefore be pumped down

into this stable layer. In our calculation, we do not have this extra layer underneath the

box, and so the field is blocked by the impenetrable lower boundary. This presumably

limits the amount by which the field can be pumped downwards.

Figure 5.12 shows the depth of the centre of magnetic mass as a function of time. In

agreement with Tobias et al. (2001), we find that there is a very rapid pumping phase

at the beginning of the calculation, after which the centre of magnetic mass remains at

a more or less constant level.

5.6 Runs with non-uniform fields: ‘Flux sheet’ ini-

tial condition

The above results, using the ‘arch’ initial condition, showed an interesting transition

between hexagonal and roll-like convection. However, the results were a little unsatisfac-

tory, because the length of the region of roll-like convection was rather small (compared

171



Figure 5.12: Centre of magnetic mass against time (for the ‘arch’ run).

The solid line shows z̄mm (i.e. the centre of magnetic mass averaged over all

x), while the dash-dotted line shows zmm at the right-hand end of the box

(where pumping is found to be most effective).

to its width), making it difficult to see precisely what was happening in this region.

We have therefore refined the choice of initial condition in order to allow greater

control over the relative proportions of ‘umbra’ and ‘penumbra’ in the model (and

hopefully to allow a wider region of roll-like convection in the results). The central

observation is that we can specify Bz on the lower boundary; this, together with the

requirement that the field within the layer be a potential field, is enough to uniquely

specify the initial field.

We choose the following profile for Bz on the lower boundary (z = 1):

Bz =







λ′x/x0 (0 ≤ x ≤ x0)

0 (x0 ≤ x ≤ λ′x)
(5.26)

(This choice of scaling ensures that the average of Bz over the surface z = 1 is 1, or in

other words, that the total flux of B through the lower boundary is independent of the

choice of x0.)

This field is sketched in Figure 5.13. The field below the box is assumed to continue

downwards indefinitely, so that we have a column or tube of flux extending downwards

in the region x < x0, z > 1. (This choice was inspired by the flux tubes that are believed

to be present underneath sunspots – although what we have here is more of a flux sheet

than a flux tube, given that it extends indefinitely in the y-direction.) The potential
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Bz = B0
x=x0

Bz = 0

z=0

z=1

Figure 5.13: Sketch of the ‘flux sheet’ initial condition. Below the box,

there is imagined to be a uniform sheet of flux in the region x < x0 (blue

field lines), with zero field for x > x0. We match this onto a potential field

(purple field lines), which forms the initial condition for the magnetic field

within the computational box (0 < z < 1).

field above the surface z = 1 is what will form our actual initial condition.

Note that by varying x0, we can adjust the width of the flux sheet, and thus control

the relative width of the ‘umbral’ and ‘penumbral’ regions within the simulation.

We begin constructing this initial condition by defining the flux function χ, as follows:

Bx = −∂χ
∂z
, (5.27)

Bz =
∂χ

∂x
. (5.28)

The flux function defines a two-dimensional magnetic field satisfying ∇ · B = 0. If we

also want χ to represent a potential field, then we must have ∇2χ = 0. We may now

write χ as a Fourier series as follows:

χ(x, z) =
∑

k odd,k≥1

Ak sin

(

πkx

2λ′x

)

exp

(

πk(z − 1)

2λ′x

)

. (5.29)

(As before, λ′x = λx/4, i.e. λ′x denotes the actual width of the box used in the simulation,

as opposed to one full period.) Note that we have restricted the series to sin terms, with

the cos terms being omitted, and we have also included only the odd-numbered modes.

These restrictions arise because of the ‘quarter-wave’ symmetry that we want our field

to obey – see equations (5.20)–(5.22) above.

In view of our choice (5.26) for Bz, we now have the following expression for χ at

z = 1:

χ(x, 1) =







xλ′x/x0 (0 < x < x0)

λ′x (x0 < x < λ′x)
(5.30)
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Figure 5.14: Bz as a function of x at the lower boundary, as given by the

series (5.29), with Ak as defined in (5.34). Dot-dashed curve: series truncated

at the Nyquist frequency. Solid curve: series truncated after 4 terms.

We must now compute values for Ak that make (5.29) and (5.30) consistent with one

another. To do so, we proceed as follows:
∫ λ′x

0

χ(x, 1) sin

(

πkx

2λ′x

)

dx (5.31)

=

∫ λ′x

0

∑

j odd,j≥1

Aj sin

(

πjx

2λ′x

)

sin

(

πkx

2λ′x

)

dx (5.32)

=
Akλ

′
x

2
. (5.33)

To compute Ak, therefore, we need to evaluate (5.31), substituting for χ from (5.30),

and multiplying the result by 2/λ′x. After a little algebra we find that

Ak =
8λ′2x
π2k2x0

sin

(

πkx0

2λ′x

)

. (5.34)

One unforeseen problem with this particular choice of initial condition is that it

produces a number of undesirable oscillations in the value of Bz at z = 1. To see this,

consider the representation (5.29). In this equation, we should in theory sum over all

positive odd integers k; however, in practice, only a finite number of Fourier modes can

be represented in the calculation, and we must truncate the sum at some point. It is

this truncation that generates the oscillatory behaviour; see Figure 5.14, dash-dotted

curve, in which the series was truncated at the Nyquist frequency. The oscillations arise

because Fourier series cannot represent discontinuities well (they are an example of the

Gibbs phenomenon).
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Figure 5.15: Illustration of the initial condition given by (5.29) and (5.34),

plotted as a function of x and z. The colours indicate |B| and the curves are

field lines.

The oscillations are undesirable because they lead to numerical instabilities. When

using a ‘tied field’ boundary condition, the problem is worse, because the value of Bz

is fixed on such a boundary; therefore, the oscillations can never smoothed away by

diffusion, and they remain present for the entire simulation.

After discovering this problem, we resolved it in a fairly simple way: by truncating

the sum at a lower value of k.2 We will use N to represent the total number of modes used

(i.e., the odd modes from k = 1 to k = 2N − 1 are included). The result when choosing

N = 4 is shown on Figure 5.14 (solid curve); the sharp oscillations have disappeared,

and have been replaced by a smooth curve.

Plots of the magnetic field for various N are shown in Figure 5.15. Here we have

chosen x0 = 4, since this gives a relatively large ‘penumbral’ region to the right-hand

side, whilst still retaining a reasonable amount of ‘umbra’ at the left-hand end. Notice

2An alternative solution would be to choose a different profile for Bz in the first place, i.e. to choose

a continuous function in place of the discontinuous (5.26). We will look at this possibility as well, later

on in this chapter.
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that choosing N too low results in a field which is not much different from the ‘arch’

field (which would correspond to N = 1), while choosing N too high produces a region

of quite strong field at the base of the layer near x = 4 (which seems unrealistic). In

our simulations, we have chosen to use the value N = 4, as a compromise between these

two extremes.

5.6.1 Initial results

We began by running a simulation in a 12 × 2 box (i.e. λ′x = 12 and λy = 2). The

resolution was 257 × 64 × 144, and we set Q = 45 and R = 25000. The simulation

converged to the final state shown in Figure 5.16, with a region of hexagon-like cellular

convection to the left, where the field is mainly vertical, and a region with long roll-like

structures to the right, where the field is near-horizontal. The pattern is time-dependent:

the hexagons travel to the left, while the rolls undulate and continually evolve. The

pattern in the central part of the roll region also appears to travel leftwards, while the

pattern near the right-hand end of the box does not seem to travel in any particular

direction.

We must be careful in interpreting this result, since the box is rather narrow in the

y-direction – with room for only a single convection roll – and the motion is therefore

highly constrained. To reduce this effect we performed a second calculation using the

same parameters but in an enlarged box with λy = 4 instead of 2. (The resolution in

the y-direction was also correspondingly increased.) As an initial condition we used the

result from the run in the narrower box, duplicated twice in the y-direction, and with a

small perturbation added to the temperature field.

Initially, this new calculation proceeded similarly to the original run, but once enough

time had passed, the original pattern of rolls decayed and broke up. This is shown in

Figure 5.17; the top picture shows the situation when the rolls first begin to break up,

while the bottom picture shows the situation some time later when almost all trace of

the original roll pattern has disappeared. (The break-up begins from the right-hand end

of the box, and proceeds leftwards.)

To understand the cause of this phenomenon we must look at the magnetic field

structure. This is illustrated in Figure 5.18, which plots magnetic field lines both before

and after the break-up of the roll pattern. In the earlier picture, although the field lines

snake from side to side a little, they are still predominantly horizontal and aligned with
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Figure 5.16: Temperature plot for the solution with the ‘flux sheet’ initial

condition, in the narrow box (λy = 2). Note that in order to better show the

periodicity, the diagram actually shows two copies of the box, placed side by

side along the y-direction (so that the actual computational domain is half

of what is shown above).
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Figure 5.17: As Figure 5.16, but extended to a wider box (with λy = 4

instead of 2). Once again, two copies of the box are shown in the y-direction.

The upper picture shows the situation mid-way through the calculation, and

the lower diagram shows the final state.
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Figure 5.18: Plots of magnetic field lines within the (wider) box, with

temperature shown in colour on the top and bottom surfaces. (Only one copy

of the box is shown in this diagram.) The top picture shows the situation

just after the width of the box was doubled and the calculation restarted.

The bottom picture shows the final state.
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the roll axes. In the later picture, the field lines are much more tangled. What appears

to have happened is that part of the field has risen upwards (presumably by some sort

of magnetic buoyancy process) and this has disrupted the roll pattern.

This can be seen clearly if one plots 〈Bx〉, where the angle brackets denote a hor-

izontal average, against z and t. (This measures the amount of magnetic flux in the

x-direction at each depth within the box.) See Figure 5.19, where 〈Bx〉 is plotted on

the x-axis, with depth on the y-axis, and with different times represented by differently-

coloured curves (lighter colours representing earlier times). The first graph represents

the first calculation (the one with the narrower box). Here, the initially almost-uniform

flux profile is quickly redistributed and pumped downwards. The total amount of flux

in the box also increases during the calculation, indicating that flux is coming down into

the domain through the top boundary. (Recall that although the lower boundary is a

perfect conductor, the upper boundary is not, and therefore flux can enter or leave the

computational domain via the top boundary.)

The second panel of Figure 5.19 shows what happens in the second calculation (after

the width of the box has been increased). (The final, i.e. darkest, curve in the top picture

therefore corresponds to the initial, i.e. lightest, curve in the bottom picture.) Initially,

the profile remains fairly constant, but then the flux starts to move upwards (with 〈Bx〉
increasing for z & 0.4 and decreasing for z . 0.4). In the final stages the flux seems to

decrease at all depths, indicating that flux is being lost through the upper boundary.

The corresponding reduction in field strength, together with the rearrangement of the

field from a more-or-less coherent horizontal structure to a more tangled pattern, seems

to be enough to prevent the long field-aligned convection rolls from forming.

This can also be seen by looking at plots of the centre of magnetic mass z̄mm (equation

5.25) against time, as shown in Figure 5.20. The left-hand picture shows the plot for

the initial run, in the narrower box; here, the centre of magnetic mass descends quite

rapidly at the beginning of the simulation, showing that flux is pumped downwards.

The right-hand picture shows the plot for the second run, in the wider box, and here we

see that the initial flux pumping is reversed (to a certain extent) with flux rising back

out of the top of the box again.

In summary, therefore, we see that in the narrow box, flux is brought down from

above, and this strengthens the field within the penumbral region. In the wider box,

the reverse happens and flux escapes from the domain, causing a somewhat weaker

field in the penumbral region. In the former case a pattern of rolls is seen, while in
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Figure 5.19: Plots of horizontal flux (i.e. 〈Bx〉) against z for various dif-

ferent times. Graphs are shown at equally spaced time intervals, with the

lighter colours indicating earlier times, and darker colours later times. The

top picture shows the initial calculation (in the narrow box) while the bottom

picture shows the second calculation (with the wider box).
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Figure 5.20: The centre of magnetic mass z̄mm against t, for the original run

(left-hand picture) and for the run in the widened box (right-hand picture).

the latter case a cellular structure is found. This is somewhat unfortunate, since it is

the wider box that corresponds to the more realistic situation (the narrower box being

rather strongly constrained by the periodicity in the y-direction); however, the pattern

found within the wider box is a rather uninteresting cellular pattern, looking a lot like

field-free granulation. To model real penumbrae it seems clear that we will require a

somewhat stronger field, in order to induce a transition to a new form of ‘penumbral’

convection. (This is what happened in the narrower box, but we would like to find a way

of obtaining that pattern, or one like it, within a wider, less constrained computational

box.)

5.6.2 Preventing the flux from escaping

Therefore, we would like to find a way to prevent the flux from escaping through the

upper boundary. In this section we look at one way of achieving this aim.

Since the simulations take a considerable amount of time to run, we decided, before

proceeding any further, to speed things up by using a reduced numerical resolution (of

129× 64× 144, instead of the previous resolution of 257× 128× 144) for all of our runs

from this point onwards. This decision allows more runs to be performed, at the expense

of possibly losing some accuracy. In this case we felt it was more important to be able

to perform multiple runs than to have the highest accuracy possible, because we were

mainly interested in the general patterns produced rather than the detailed nature of

the solutions. In particular, we wanted to be able to search through parameter space (as

far as possible) for any evidence of a ‘sunspot-like’ regime, in which a difference between

‘umbral’ and ‘penumbral’ convection could be seen, as was discussed above.
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A second factor of note is that, we encountered problems (in some of the runs pre-

sented below) in which numerical instabilities would develop in the vertical direction. In

particular, high-wavenumber vertical oscillations would appear (especially in the vari-

ables ρ and uz). Where this occurred, it was corrected fairly straightforwardly, by

occasionally applying a ‘smoothing’ procedure, in which high-wavenumber modes were

filtered out (similarly to the dealiasing already being applied in the horizontal direc-

tions).

Imposing a perfectly conducting upper boundary

With these points in mind, we then looked for a way to run a simulation in which

the flux was somehow constrained not to escape from the simulation domain. The

simplest way to achieve this is to change the upper boundary condition to a perfectly

conducting boundary (instead of matching to a potential field), which would prevent

flux from either entering or leaving the box. We chose to run a simulation with this

modified boundary condition (and with all other parameters being unchanged). This

new run was started from scratch (i.e. from the motionless equilibrium state plus a small

temperature perturbation) and the larger box size was used.

The final state for this new run is shown in Figures 5.21 (showing the temperature)

and 5.22 (showing y-averaged magnetic field). In this result, we do not see a roll-like

pattern in the penumbra; instead, a cellular pattern, similar to the previous result,

Figure 5.17 (lower panel), is seen. So, although our change to the boundary conditions

did prevent flux from escaping, it appears that this in itself was not sufficient; if we

want to see more anisotropic patterns, then we will also need to arrange for there to be

more flux within the domain at the beginning of the calculation.

The simplest way to do this would be to increase the parameter Q. However, this

would increase the field strength within both the umbral and penumbral regions of the

box, whereas we only want to increase the field strength in the penumbra. The problem

with increasing the field strength in the umbra is that the field is already rather strong

here, and we are in danger of shutting down the convection completely if Q is much

increased (whereas ideally we want a simulation showing convection within both the

umbra and the penumbra). To see this, note that the ‘effective Q’ (i.e. Q|B|2, where

|B| refers to the dimensionless field strength) is approximately 500 in the umbral region

(although this does vary depending on exact position), compared to a value of about 50

to 100 in the penumbral region. Since the Rayleigh number is only around 25000, we
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Figure 5.21: Temperature plot for the solution with the ‘flux sheet’ initial

condition, in the wider box (λy = 4), and with the upper boundary condition

changed to be perfectly conducting. (As usual, two copies of the domain are

shown in the y-direction.) Note that the result shows a cellular pattern at

the right-hand end (similar to Figure 5.17) rather than a roll pattern (as was

seen in Figure 5.16).

Figure 5.22: Plot of the magnetic field for the solution shown in Figure 5.21

(after averaging in the y-direction). The colours indicate |B| and the white

lines are field lines. Notice how flux accumulates near the top boundary (in

certain places); flux is still rising upwards as before, but this time it cannot

actually move up and out of the box, because of the new boundary condition.

184



Figure 5.23: Bz as a function of x at the lower boundary, for the initial

condition given by equations (5.35)–(5.36). (Compare Figure 5.14 above.)

would expect the convection to be shut down for an effective Q of about 1000 or above

(very roughly); therefore, we cannot increase Q all that much without shutting down

the convection in the umbra.

A new initial condition

To mitigate these issues, we looked at reworking the initial condition slightly, in order to

reduce the contrast in field strength between umbra and penumbra in the model. This

can be done by increasing x0 in (5.26) above. In addition, we took this opportunity to

slightly modify the initial condition (in order to reduce the contrast in field strength

still further), by replacing (5.26) with the following new profile for Bz at the base of the

layer:

Bz =







(λ′x/x0) cos(πx/2x0) (0 ≤ x ≤ x0)

0 (x0 ≤ x ≤ λ′x)
. (5.35)

This leads to the following replacement for equation (5.34) for Ak:

Ak =
4λ′x
π2

(

2

k
− 1

k − λ′x/x0
− 1

k + λ′x/x0

)

cos

(

πkx0

2λ′x

)

. (5.36)

The new choice (5.35) for Bz is similar to the previous one, but it gives a slightly less

sharp transition between the umbral and penumbral fields (e.g. the previous ‘overshoot’

in Bz, where Bz became negative for a short distance, has been eliminated), and reduces

slightly the difference in field strength between the two.
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Figure 5.24: Illustration of the initial condition given by (5.35)–(5.36).

The colours indicate |B| and the curves are field lines. (Compare Figure

5.15 above.)

The new Bz is plotted in Figure 5.23 (for the particular choice x0 = 7.9), which

may be compared to Figure 5.14 (solid curve) above. Note that the Gibbs phenomenon

does not affect this new initial condition (because equation 5.35 does not contain a

discontinuity) and so the number of modes N is irrelevant (provided it is sufficiently

large).

The new field configuration itself is shown in Figure 5.24. Notice that the umbral

region is somewhat wider than before, but in return we have a smaller contrast in the

field strength between umbra and penumbra, meaning that we can have higher field

strengths in the penumbra without necessarily needing excessive field strengths within

the umbral region.

Using this new field configuration, runs for three different values ofQ were performed,

namely 500, 1000 and 1500. The results are shown in Figures 5.25–5.28. (Note that the

Q values for these results are not directly comparable with the Q values for the previous

results, because the new initial condition for B is scaled differently.)

In the case Q = 500 (Figure 5.25), we see a hexagonal pattern of convection in the

umbra (as usual). In the penumbra, a time-dependent, constantly changing pattern

is seen. Sometimes the pattern looks fairly roll-like (lower panel of the Figure), and

sometimes it looks more cellular (upper panel), albeit with some of the cells being

stretched out along the x-direction. Therefore, our new initial condition has met with

some success, because the penumbral pattern is now showing signs of anisotropy (and

we have not lost the hexagonal umbral convection). However, in this regime the field is

not quite strong enough to give a sustained pattern of rolls (or roll-like structures) in

the penumbra.

When we increase Q to 1000, a different pattern is seen. The umbral convection is

shut down for a field this strong. The penumbral convection initially takes the form of
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Figure 5.25: Results for the initial condition depicted in Figure 5.24, and

with the perfectly conducting upper boundary condition. The result for

Q = 500 is shown. The solution is time-dependent; snapshots at two different

times are shown.
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Figure 5.26: As Figure 5.25, but for Q = 1000. The upper panel shows the

initial (transient) state and the lower panel shows the new state that appears

after a certain time.
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Figure 5.27: The continuation of the simulation for Q = 1000 beyond

Figure 5.26. Snapshots are shown at three different times. The basic pattern

(from Figure 5.26, lower panel) persists, although it is time-dependent in the

details. In particular the rolls near the centre appear to wax and wane in

amplitude in a chaotic manner.
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rolls (Figure 5.26, top panel), but this is only a transient state and after a short time,

the rolls break up into two separate groups (bottom panel, same Figure). We now see

four smaller rolls near the centre, and two larger roll-like structures at the right-hand

end of the domain (actually, there are really only two of the smaller rolls and one of

the larger rolls, because the computational domain is only half of what is shown in the

Figure).

This basic pattern persists throughout the rest of the calculation. The fine details

are however time-dependent: the smaller rolls (near the middle of the box) wax and

wane in amplitude, while the larger rolls (at the right-hand end) undulate from side to

side somewhat. These changes appear to be chaotic – there is no well-defined period of

oscillation, for example; rather the rolls wax and wane in a seemingly random fashion.

This time-dependence is illustrated in Figure 5.27, which shows snapshots of this final

phase of the solution at three different times.

When Q = 1500 (Figure 5.28) we see much the same behaviour as for Q = 1000.

The only major difference is that the evolution is somewhat slower this time, and it

takes longer for the initial roll pattern (upper panel of Figure 5.28) to change into the

final pattern (lower panel).

Unfortunately, we did not have time to run the calculation for Q = 1500 for quite as

long as we would have liked; the calculation was stopped soon after the roll pattern seen

in the lower panel of Figure 5.28 first appeared. We cannot say whether this pattern

will continue to evolve in a similar way to the previous case (see Figure 5.27) or in some

new way; although one might perhaps expect a less vigorous time-dependence in this

new case, because of the higher field strength. (Indeed one might expect a transition

from the chaotic time-dependence found for Q = 1000 to something more regular as

Q is increased, or alternatively as R is decreased; however, we did not have time to

investigate this idea.)

Note that for Q = 1000 and above, the field within the umbra has become too

strong for convection to take place there. This is not what we intended (since a model

of sunspot convection should ideally contain convection within both the umbra and

penumbra), but it is still worth investigating these higher values of Q, since they show

what happens to the ‘penumbral’ convection when the field strength is increased.

It seems therefore that our model has two different regimes. The first of these,

found at lower values of Q, has convection within the umbra, and a time-dependent

pattern within the penumbra. The penumbral pattern does show some anisotropy, but
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Figure 5.28: As Figure 5.25, but for Q = 1500. The upper panel shows

the initial (transient) state and the lower panel shows the final state.
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Figure 5.29: Magnetic field configuration for the Q = 500 run. (This

is a snapshot corresponding to the lower panel of Figure 5.25.) The top

panel shows the field lines in 3D, with temperature plots shown at the top

and bottom surfaces for reference (with red-yellow-green indicating warm

fluid and blue-black indicating cool fluid). The bottom panel shows the y-

averaged magnetic field as a 2D plot. (The colour bar indicates the scale for

|B| on the 2D plot.)

no coherent roll-like structures are found. In the second regime, found for higher Q, the

penumbral field is strong enough to produce more recognizable field-aligned rolls in the

penumbra, but convection is no longer present within the umbra.

The magnetic field structures for the cases Q = 500 and Q = 1000 are shown in

Figures 5.29 and 5.30 (as both three-dimensional plots and y-averaged two-dimensional

plots). The field is slightly more tangled and disordered in the former case than in

the latter (as might be expected). Notice that in both cases, a significant amount of

flux has risen to the upper boundary (visible as a bright green region near the top of

the y-averaged plots); this indicates that flux is still rising upwards in the simulations,

although this time it is prevented from leaving the box, and instead comes to rest against

the upper boundary.
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Figure 5.30: As Figure 5.29, but for the case Q = 1000. This Figure is a

snapshot, taken at a time corresponding to the lower panel of Figure 5.26.

5.7 Conclusions

In this chapter we have looked at three-dimensional magnetoconvection simulations,

with both uniform and non-uniform fields.

5.7.1 Runs with uniform fields

Initially we looked at runs where the magnetic field was uniformly inclined at an angle

φ to the vertical. The aim was to look for changes in the convective pattern with

varying φ. Although this has been briefly considered before by Hurlburt et al. (2000),

they presented only a limited number of results, and used fairly small computational

boxes. Here we have made a more thorough investigation, and built up a picture of the

transitions that occur as both R and φ are varied (although, for reasons of time, we

have considered only a single value of Q).

The results clearly show a transition from hexagonal convection for small φ, to

convection in elongated cells (stretched out along the direction of tilt) for moderate φ,

to rolls (aligned with the tilt) for larger φ. This was more or less in line with what we

expected from the weakly nonlinear results of Chapter 3. One difference is that while
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hysteresis (bistability) between rolls and hexagons was predicted in the weakly nonlinear

analysis, we do not find anything similar in the fully nonlinear model of this chapter.

This can be explained in more detail by comparing Figure 5.2 (on page 161) with

the lower part of Figure 3.9(b) (on page 83). Although these diagrams are not identical,

we do see a region of rolls in Figure 5.2 for large φ or small R (corresponding to region

R1 in Figure 3.9), and a region of cells above this (corresponding to region H in Figure

3.9). According to Figure 3.9, the region of bistability would be found just above this;

however, in Figure 5.2, we find only turbulent cellular solutions in this area. This may

indicate that we have already left the weakly nonlinear regime before we ever get to the

region where bistability was predicted, and hence we do not see the bistability in the fully

nonlinear model. (Note however that we only looked at a limited range of parameters

– and in particular only one value of Q – so it is always possible that bistability might

be present at some other set of parameter values, that we did not investigate.)

Another feature that we find in the nonlinear simulations of this chapter is that the

cellular patterns are sometimes subject to a ‘wavy’ modulation (e.g. Figure 5.2, bottom

row). This kind of pattern could not be detected by the weakly nonlinear models of

Chapter 3, because it involves modulations to the basic wavenumber of the pattern. It

appears that we are seeing an instability of the basic, ‘straight’ cellular patterns; but

we do not at present have an explanation for why this occurs.

One additional feature worth mentioning is that the results often show a difference

between the convective pattern at the top of the box and the pattern at the bottom.

See for example Figure 5.3, bottom left, where individual cells are seen near the top,

but rolls are seen at the bottom. This is an interesting result since it illustrates that

the pattern of convection at the surface of a sunspot (which is what we observe) may

not be the same as the pattern in the deeper, sub-surface layers – something that must

be borne in mind when interpreting observations of penumbrae.

In summary, the main result of the runs with uniform fields is to illustrate how the

convective pattern changes for different values of φ, and in particular how it varies from

a hexagonal or cellular pattern for small φ, to a pattern of rolls when φ is large.

The value of Q used to obtain these results corresponded to a strong field regime, and

hence strongly anisotropic patterns were found, with the patterns aligning themselves

with the field. An interesting future project might be to investigate how the results vary

when smaller values of Q are used. In such a case we would expect to see a transition

to more isotropic patterns, eventually leading to the granulation-like patterns that are
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found in field-free convection, and it would be interesting to investigate the details of

the transition between these two extremes.

5.7.2 Runs with non-uniform fields

The runs using non-uniform fields have shown some interesting results. Here we have

run a number of simulations in a sunspot-like field configuration, in which the field varies

from vertical at one end of the box, representing the umbra, to horizontal at the other

end, representing the penumbra. The aim was to see whether a transition similar to the

umbra-penumbra transition in a real sunspot could be observed, and to look at the kind

of convective patterns found within each of these two regions of the simulation.

Summary of the results

We started off by using an ‘arch’-shaped magnetic field (section 5.5). The results here

did indeed show a sharp transition between hexagonal patterns in the ‘umbra’ of the

model and roll-like patterns in the ‘penumbra’. The hexagonal patterns correspond to

what is expected in a near-vertical field (see e.g. Rucklidge et al. 2000 or Weiss et al.

2002), while the roll-like patterns can be compared to those found by Hurlburt et al.

(2000).

Unfortunately, the region of roll-like patterns turned out to be fairly small in our

‘arch’ model, whereas we would actually like a model with a relatively large penumbral

region, since this is where the more complex and interesting phenomena are found in

real sunspots.

Therefore, we switched to using an initial condition based on a ‘flux sheet’ configu-

ration (section 5.6). The results again showed a sharp distinction between ‘umbral’ and

‘penumbral’ forms of convection. (In fact, the presence of this transition was a robust

feature that was seen in all of our simulation runs.) However, this time the actual pat-

tern seen within the penumbra was different. Instead of roll-like structures, we saw a

more disordered, almost granulation-like pattern (Figure 5.17). This was because the

model had a somewhat reduced field strength in the penumbra, compared to the ‘arch’

model; this was not helped by the fact that much of the flux actually escaped through

the upper boundary of the simulation (see e.g. Figure 5.19).

So, although the ‘flux sheet’ model does have a larger penumbral region (as desired),

it also has a much stronger difference in the field strength between the umbra and the
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penumbra, and consequently only a relatively weak magnetic field within the penumbra.

It seems likely that a stronger field would be needed before more ‘penumbra-like’ (more

anisotropic) forms of convection would be seen.

Our next step, therefore, was to look into ways of strengthening the magnetic field

within the penumbral region. Two changes were made. Firstly, the potential field

boundary condition at the top of the layer was replaced by a perfectly conducting con-

dition; this prevented magnetic flux from escaping through the top boundary. Secondly,

the initial condition was slightly rearranged, in order to strengthen the field within the

penumbral region of the domain a little.

These changes seemed to have the desired effect, at least to a certain extent. For

example, with a relatively low Q (of 500), we found that the penumbral convection

pattern was more anisotropic than what was previously seen; however, the pattern

was also somewhat disordered and time-dependent, with roll-like features continually

appearing and disappearing. When Q was increased (to 1000 and above) a roll-like

pattern was found in the penumbra, but unfortunately this time there was no convection

within the umbra (because of the high field strength there). The penumbral pattern in

this case showed an interesting ‘split’ structure with a pair of smaller rolls near the centre

of the domain, and one larger roll-like structure at the right-hand edge (where the field

was slightly weaker). The penumbral pattern was also somewhat time-dependent with

rolls waxing and waning irregularly as a function of time. It would have been interesting

to look at these roll structures in greater detail, but unfortunately we did not have time

to do so.

Strengths and limitations of the model, and relation to other work

Although the simulations presented above present a reasonable first step towards a

‘unified’ model of sunspot convection (i.e. one containing both umbra-like and penumbra-

like regions), there still remains much more work to be done. Perhaps the best way to

illustrate the shortcomings of our results is to enumerate the features that we would like

an ‘ideal’ model to have:

• convection within both the umbral and penumbral regions (this is important if we

wish to investigate the interaction between the two forms of convection);

• a relatively strong field within the penumbral region, so that patterns do become

noticeably anisotropic there;
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• a relatively large penumbral region (compared to the size of the umbral region),

so that we can investigate the more interesting penumbral behaviour in greater

detail.

The ‘arch’ model does not satisfy the third point on this list. The ‘flux sheet’ model

is better in this respect, since it allows control over the relative width of the umbral

and penumbral regions. However, this model has a strong contrast in the field strength

between the umbra and penumbra, which means that either the first or the second point

on the above list would not be satisfied. The closest that we came to satisfying both

points was the runs shown in Figures 5.25 and 5.26, but even here, one must choose

between either a fairly weak field strength within the penumbra (Figure 5.25), or a field

strength too strong for convection in the umbra (Figure 5.26).

Unfortunately, we have not found a model satisfying all three of the above points,

although we hope that future, more complex models might be able to address this. One

approach might simply be to look at higher Rayleigh numbers, which would allow us

to increase Q to higher values while still having convection within the umbra. (Our

runs have all been at relatively low Rayleigh numbers.) We did not do this because

we encountered numerical problems; it was found that higher resolutions were required

when higher Rayleigh numbers were used.

An alternative method would be to find another initial condition which produces a

smaller contrast in field strength between umbra and penumbra. This is quite difficult to

do if one restricts oneself to potential field initial conditions (as we have done). However,

if one is willing to start from a non-equilibrium initial condition, then more interesting

results might be obtained. (The downside of this would be that since the initial condition

is not an equilibrium, it would rearranged into some new configuration right from the

beginning of the calculation; although one could argue that this was already happening

to some extent in our own results, as the magnetic field would eventually be rearranged

somewhat once the convection got started.)

There is only one other published model so far that attempts to include both umbral

and penumbral regions of convection within the same simulation; this is the cylindri-

cal model described by Hurlburt et al. (2000).3 Here, the authors start with a ‘flux

3Here we are excluding two-dimensional or axisymmetric models, such as those of Hurlburt et al.

(2002) or Botha et al. (2006), since, although these do a good job of describing the overall structure of

umbrae and penumbrae, they do not show the detailed three-dimensional convection patterns, which is

what we are mainly interested in here.

197



tube’ structure (the cylindrical equivalent of our ‘flux sheet’ models) and run a non-

axisymmetric simulation within a wedge (consisting of 1/12 of a full cylinder). The

results are similar to our later ‘flux sheet’ runs, in that a pattern of rolls is found within

the penumbra, in this case appearing as radial spokes. These are not dissimilar to the

rolls found in our own simulations, although our rolls are more disordered and time-

dependent than those found by Hurlburt et al. (2000). In the umbral region of the

model of Hurlburt et al. (2000), it appears that no significant convective motion is seen;

in this sense their model suffers from the same weakness as our model, in that the first

point on the above list is not satisfied. (It should be pointed out that the results of

Hurlburt et al. 2000 are preliminary. According to Botha et al. 2006, the authors intend

to carry out more detailed simulations of this kind, as the next stage of their research

project.)

Magnetic buoyancy, flux pumping and boundary conditions

Another very important point concerns the maintenance of the magnetic field configu-

ration against magnetic buoyancy. In our simulations, we set up a carefully constructed

magnetic field at the beginning of the simulation; but there is no guarantee that this

field structure will be maintained (in any recognizable form) once convection starts up.

Indeed, we found in some of our later simulations that a significant amount of flux

escaped through the upper boundary of the computational box. This was the motiva-

tion for introducing a perfectly conducting upper boundary condition. However, real

sunspots do not have perfectly conducting ‘lids’ over them, so the use of this boundary

condition is somewhat unrealistic. On the other hand, we do need some method of

ensuring that our chosen field structure is maintained against magnetic buoyancy. A

proper solution (in the long term) would be to construct a model in which the flux could

be held down self-consistently; but in the short term, the use of the conducting upper

boundary condition allowed us to investigate the convective patterns that can occur

within a sunspot-like field structure, without becoming overly concerned about how to

maintain that structure against magnetic buoyancy.

This does of course raise the question of how fields within real sunspots are main-

tained against buoyancy. It has been suggested (e.g. Weiss et al. 2004) that turbulent

flux pumping plays a key role here. In our simulations, we did find that flux was pumped

downwards in some cases (for example, our ‘arch’ runs), but not in others.4 Clearly the

4It should also be pointed out that placing a stable layer underneath the main convecting region, as

198



balance between magnetic buoyancy and flux pumping is something that requires further

investigation.

In fact, this is an idea that is currently being looked at in a calculation by Brummell

et al. (2006). This calculation uses a similar field configuration to our own; the differences

are that the Rayleigh number is much higher, and the box is narrower in the x direction,

but deeper in the z direction (with a convectively stable layer being added underneath

the main convecting layer). The aim of the calculation is to determine how effective flux

pumping is at holding down the magnetic field against buoyancy. The convection in

this calculation takes the form of field-aligned rolls, somewhat similar in appearance to

the rolls seen in Figure 5.16 above; and preliminary results indicate that the magnetic

flux is indeed pumped downwards. These results should help to clarify under what

circumstances flux pumping is and is not effective within this kind of field configuration.

Filamentary structure

As a final point, we have not yet mentioned the intricate structure that is found within

real penumbrae, such as the bright and dark filaments or the interlocking-comb mag-

netic structure. Nothing like this was seen in our model; instead of different structures

representing bright and dark filaments, we see only the one ‘roll’ pattern within our

penumbral region.

One theory that is emerging is that the filamentary structure is caused by an in-

stability that leads to fluting around the edge of a sunspot and to the beginnings of a

filamentary structure (a recent description of this idea is given by Weiss et al. 2004).

For example, the calculation of Tildesley (2003a,b) (see also Tildesley and Weiss 2004)

found an instability within an idealized Boussinesq configuration which led to a filamen-

tary structure. The calculation of Hurlburt et al. (2000) also found a kind of fluting

instability (this time within cylindrical geometry).

Therefore, it might be fruitful to look for similar instabilities (along the y-direction)

within our model (or one like it). One point to note here is that Tildesley’s instability

had a fairly long wavelength in the y-direction, which may indicate that a fairly wide

computational box would be needed before any such instability would be seen.

was done by Tobias et al. (2001) for example, might change these results. For example, in cases where

the flux was pumped downwards, we found a tendency for flux to build up against the bottom boundary

(see e.g. Figure 5.10). If the flux could instead have been pumped down ‘through’ the bottom boundary

into a convectively stable region underneath, then the simulation might have had very different results.
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Chapter 6

Conclusions and future work

The problem of sunspots remains far from solved. It is true that the basic physical

properties and large-scale structure of sunspots can be described reasonably well by

considering axisymmetric models (see also section 1.3 in the Introduction). However,

the more interesting problem is to explain the fine-scale structure of sunspots, and this

is far more challenging. In order to go about this, one needs a detailed understanding of

magnetoconvection, and in particular the ways in which the form taken by the convection

might vary within different parts of the sunspot.

One of the most fundamental variations between different parts of a sunspot is the

difference between the umbra (the central region) and the penumbra (the outer region).

This is presumably the result of some new form of convection appearing once the mag-

netic field becomes sufficiently inclined to the vertical. However, in order to make this

idea more concrete, we need to produce models or simulations of magnetoconvection

that demonstrate the transitions that occur as the angle of inclination of the field is

varied. In this thesis, we have produced several models that do exactly this, ranging

from simplified linearized models within uniform fields to three-dimensional numerical

simulations involving non-uniform field configurations.

We began in Chapter 2 with an idealized, linear Boussinesq model, which showed the

asymmetry between left- and right-travelling waves. In the oscillatory regime (ζ < 1),

different types of rolls (parallel, perpendicular and oblique) were possible as the tilt was

varied, whereas in the steady regime (ζ > 1), the parallel rolls were always preferred

near onset.

In Chapter 3 we moved on to look at a number of weakly nonlinear models. The

simplest of these looked at the steady regime (ζ > 1) and considered solutions on a
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hexagonal lattice. This model is also perhaps the most relevant to sunspots (since

compressible simulations, intended to model sunspots, have indicated that convection is

steady near onset – see for example Weiss et al. 1990, 1996).

This hexagonal model allows us to investigate the transition between hexagons, for

small tilt angle φ, and field-aligned rolls, for larger φ; this transition has been known

about for some time (Danielson, 1961), and is likely to be responsible (at least in part)

for the difference in appearance between umbra and penumbra. Our model has shown

that this transition can be associated with hysteresis.

In Chapter 5 we presented a number of numerical simulations of compressible magne-

toconvection within inclined fields. The results (Figure 5.2, page 161) may be compared

with the predictions of the weakly nonlinear model (Figure 3.9b, page 83). The transi-

tion between hexagons and rolls was observed, as was the lengthening of the hexagonal

cells in the direction of tilt for larger φ, as predicted. A new pattern of ‘wavy’ cells was

also found, as well as turbulent solutions for larger R. However, we did not find anything

analogous to the hysteresis observed in the weakly nonlinear model. (Of course, this

does not prove that the hysteresis is not present, since it may be that it is found only

at parameter values that were omitted from our investigation.)

One aspect that we did not investigate is the dependence of these results on the

value of Q (which measures the field strength). Our results have mostly concentrated

on the strong-field regime, where the anisotropy has a strong effect, so that the patterns

tend to align themselves with the field. However, when Q is small or zero, we would of

course expect isotropic patterns. It would be interesting to investigate what happens for

intermediate values of Q, since this would reveal the details of the transition between

these two extremes.

The remaining work in this thesis has been concerned with overall sunspot structure,

and the transition between umbral and penumbral forms of convection, which we have

studied by using models in which the magnetic field inclination is a function of position.

In Chapter 4 this was done within the context of a weakly nonlinear model, while in

Chapter 5 full compressible simulations were attempted.

Chapter 4 demonstrated that a fairly simple model, using only the basic symmetries

of the problem and no specific knowledge of solar physics, can nevertheless reproduce

many of the basic properties of sunspots. Of particular note is the relatively sharp transi-

tion from hexagonal convection (in the umbra) to roll-like convection (in the penumbra)

found in the model. This demonstrates that the umbra-penumbra transition (viewed as
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a transition from one type of convection to another) is a fundamental property of this

kind of convection, and does not rely on solar physics as such, but simply the (mini-

mal) assumptions regarding symmetries of the situation. The model does not however

produce anything resembling the complex filamentary structure found in real sunspots.

This can be interpreted as saying that the filamentary structure is less fundamental and

does require more complex solar physics for its understanding.

Finally, in Chapter 5 we aimed to reproduce these kinds of results within a fully non-

linear, compressible simulation. Here, we set up a magnetic field varying from vertical

at one end of the domain to horizontal at the other, and then ran the simulation to see

what form of convection would be produced. The main result of these simulations was

that a relatively sharp transition between two different forms of convection, one in the

umbra and one in the penumbra, was found.

One problem with this model was that there was, within our chosen initial field

setup, quite a large contrast in the field strength between the umbra and penumbra. We

typically found that either the field within the umbra was too strong (preventing any

umbral convection from occurring) or that the field within the penumbra was too weak

(meaning that the field did not exert a very strong influence on the resulting convection

pattern). Another issue was that we were forced to use a perfectly conducting upper

boundary condition (while a potential field condition would have been more realistic) in

order to prevent flux from escaping via magnetic buoyancy. We hope that future work

will be able to produce an improved model that solves some of these problems, and also

to investigate the various convective regimes in more detail than we were able to here.

In conclusion, this thesis has looked at different ways of modelling the changes in

the form of magnetoconvection that would be expected as the tilt angle of the magnetic

field (φ) is varied. In particular, we conclude that a sharp transition in the form of

convection, from hexagons to more roll-like structures, would be expected once φ exceeds

some critical value (as indicated by the results of Chapters 4 and 5); this transition is a

robust effect, and is therefore likely to be at least partly responsible for the distinction

between the umbra and the penumbra of a sunspot.

We say only ‘partly responsible’ because a change in the form of convection would not

in itself be enough to account for all of the rich and complex structure that is observed

in real penumbrae. Rather, the transition from hexagonal to roll-like convection is likely

to act as a starting point which triggers the formation of the more complex magnetic

structures and flow patterns that make up a real penumbra. We hope that the models
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presented here (and especially the compressible models of Chapter 5) will provide a

suitable starting point for more detailed investigations into these enigmatic phenomena.

203



Appendix A

Magnetic boundary conditions

Here we derive the boundary conditions on B for perfectly electrically conducting and

perfectly electrically insulating boundary surfaces.

A.1 Perfectly conducting boundaries (tied field lines)

Our preferred boundary condition at the bottom of the layer is to imagine that the

material below the layer is a perfect electrical conductor. We can then use the condition

that E = 0 within a perfect conductor. The tangential components of E are always

continuous across a boundary between two materials, so Ex and Ey must both be zero

at the bottom of the fluid layer. Now, Ohm’s law tells us that

j = σ(E + u ∧ B) (A.1)

while one of Maxwell’s equations gives us (neglecting the displacement current)

j =
1

µ0
∇∧ B. (A.2)

Equating these two expressions for j, and setting Ex and Ey to zero, gives

uyBz = η

(

∂Bz

∂y
− ∂By

∂z

)

(A.3)

−uxBz = η

(

∂Bx

∂z
− ∂Bz

∂x

)

(A.4)

(where we have also used that uz = 0 on the boundary). Here η = 1/(µ0σ) as usual.

Note that after non-dimensionalizing, η becomes ζ (in the scaling used in Chapter 2) or

ζ0κ (in the scaling used in Chapter 5).
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A.2 Perfectly insulating boundaries (matching to a

potential field)

Above the layer, we wish to match our magnetic field onto a potential field, which is

equivalent to assuming that the material above the layer is perfectly insulating, with

j = 0. This implies that ∇ ∧ B = 0, or equivalently B = ∇Ω for some scalar Ω (the

‘potential’).

Assume that the top of our layer is at z = 0, with z increasing downwards. Suppose

that B = B+ (a known function) within z > 0, and B = B− (to be determined) in

z < 0. We assume periodic boundary conditions in the horizontal, so that B± can be

expanded as Fourier series, as follows:

B± =
∑

m,n

B̃±
mn(z)e

ikmn·x (A.5)

(real part understood). Here m and n are non-negative integers which number the

different Fourier modes, with corresponding wavevectors kmn = (kmn, lmn, 0).

We now consider the form of B−. This must satisfy the following:

∇ · B− = 0 (A.6)

∇ ∧ B− = 0 (A.7)

B− → B∞ as z → −∞ (A.8)

where B∞ is a constant. The first two of these are just Maxwell’s equations (with j = 0),

and the third is an additional boundary condition at infinity, which we will require for

uniqueness.

We now show that (A.6)–(A.8) are satisfied if and only if B− takes the following

form:

B− =
∑

(m,n)6=(0,0)

βmne
ikmn·xe|kmn|z + B∞, (A.9)

where the βmn are defined by

βmn = Cmn









ikmn/|kmn|
ilmn/|kmn|

1









, (A.10)

for (arbitrary) complex constants Cmn.
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It can be shown trivially that (A.9)–(A.10) imply (A.6)–(A.8), simply by substituting

the one into the other.

To show (A.6)–(A.8) imply (A.9)–(A.10), we must solve the former for B−. Equation

(A.5) gives:

B− =
∑

m,n

B̃−
mn(z)e

ikmn·x. (A.11)

Now

∇ · B− = 0, ∇∧ B− = 0 ⇒ ∇2B− = 0 (A.12)

⇒ −|kmn|2 +
d2B̃−

mn

dz2
= 0 (A.13)

⇒ B̃−
mn = αmne

−|kmn|z + βmne
|kmn|z (A.14)

where αmn and βmn are constants of integration. These equations apply for all (m,n) 6=
(0, 0). Applying the boundary condition that B− is bounded as z → −∞, we conclude

that αmn = 0. Meanwhile for (m,n) = (0, 0) (i.e. the constant term in the Fourier

series) we find B̃−
00 = γz + δ, and from the boundary conditions, γ = 0 and δ = B∞.

Hence B− is of the form (A.9), but we have yet to show that βmn has the required form.

This can be done by applying ∇ ∧ B− = 0 to obtain the following equations:

ilmnβz,mn = |kmn|βy,mn (A.15)

ikmnβz,mn = |kmn|βx,mn (A.16)

ikmnβy,mn = ilmnβx,mn. (A.17)

Upon solving these we find that the βmn are as defined in (A.10), as required.

Now that we know the form of B−, we can apply boundary conditions to match B−

and B+ together. We know that Bz will be continuous across the boundary; Bx and By

will also be continuous if there is no surface current (which is expected to be the case

at an insulating boundary). Furthermore, since ∇ · B = 0, we infer that dBz/dz will

also be continuous across the boundary.

For (m,n) 6= (0, 0), continuity of Bz tells us that

Cmn = B̃−
z,mn = B̃+

z,mn. (A.18)

Then from the continuity conditions B+
x = B−

x , B+
y = B−

y and dB+
z /dz = dB−

z /dz (all
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evaluated at z = 0), we derive the boundary conditions:

B̃x,mn =
ikmn
|kmn|

B̃z,mn (A.19)

B̃y,mn =
ilmn
|kmn|

B̃z,mn (A.20)

dB̃z,mn

dz
= |kmn|B̃z,mn. (A.21)

(these apply to both B+ and B− at z = 0). For the mean field components, with

(m,n) = (0, 0), we simply have that B+
00 = B−

00 = B∞ on the boundary.

We can also derive the equivalent condition for a potential field below the layer (i.e.

a potential field in z > 1). The same derivation as above can be used; the results are

the same except that a minus sign must be inserted on the right-hand side of each of

(A.19), (A.20) and (A.21).
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Appendix B

Representations for B

In this Appendix we consider two different alternative representations for the magnetic

field: the vector potential (A) and poloidal and toroidal potentials (BP and BT ). These

are useful when programming numerical simulations for MHD, since they provide ways

of ensuring that Maxwell’s equation ∇ · B = 0 is satisfied.

B.1 The vector potential

Since ∇ · B = 0, we may write B as the curl of a vector potential A, as follows:

B = ∇∧ A. (B.1)

We also know from another of Maxwell’s equations that

∇∧ E = −∂B
∂t

(B.2)

= −∂∇ ∧ A

∂t
, (B.3)

from which

E = −∇Φ − ∂A

∂t
. (B.4)

Here Φ is the scalar potential for the electric field.

We can derive an evolution equation for A by making use of Ohm’s law, which gives

another expression for E:

E = −u ∧ B + η∇∧ B. (B.5)

Equating the two expressions for E and rearranging, we derive the evolution equation

∂A

∂t
= u ∧ B − η∇∧ B −∇Φ (B.6)
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for A.

Note that this representation for E and B is not unique. We can make a gauge

transformation

A → A + ∇χ (B.7)

Φ → Φ − ∂χ

∂t
(B.8)

(for any function χ) without changing the physical fields E and B.

We would now like to make a gauge transformation to eliminate the ∇Φ term from

(B.6), since that will allow us to eliminate Φ completely from the governing equations

for our system. For example, this can be done by choosing χ as follows:

χ =

∫

Φdt, (B.9)

which will set Φ to zero everywhere. Note that this gauge condition (that ∇Φ should

be identically zero) does not quite specify A and Φ uniquely; for example, χ could be

chosen to be a function of position alone (and not time), which would change A but

leave Φ (and hence ∇Φ) unaltered.

B.1.1 Boundary conditions

Using (B.6) (and an appropriate gauge transformation so that ∇Φ ≡ 0) we can now

evolve our system numerically by using A as a variable instead of B. We now need to

show how boundary conditions on B can be rewritten as boundary conditions on A. It

turns out that this is readily done for simple boundary conditions (such as a vertical

field condition) but is more troublesome for more complex conditions (e.g. potential or

tied field conditions).

Vertical field condition

Here we require Bx = By = 0 on some horizontal surface (z = const). In terms of A we

have

∂Az
∂x

=
∂Ax
∂z

, (B.10)

∂Az
∂y

=
∂Ay
∂z

. (B.11)

However for a simulation we would require three boundary conditions, one for each

component of A. The third condition will come from the choice of gauge. We claim
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that it is possible to choose a gauge in which (a) Az = 0 on the boundary (so that the

boundary conditions simply become Az = ∂Ax/∂z = ∂Ay/∂z = 0) and (b) ∇Φ ≡ 0 (so

that the evolution equation (B.6) is simplified).

This can be demonstrated as follows. First of all we make the transformation given

above (equation B.9) to satisfy condition (b). Now we have

∂A

∂t
= −E (B.12)

and it may be verified from (B.5) that Ez = 0 on the boundary (if B is vertical there).

Hence in this gauge Az will remain constant in time on the boundary (although it may

vary in space).

Now we will make a further transformation that sets Az to zero on the boundary

whilst preserving the condition ∇Φ = 0 everywhere. First let a(x, y) be the value of Az

on the boundary in the old gauge. Now make the gauge transformation with

χ = −za(x, y); (B.13)

we have

Anew
z = Aold

z +
∂χ

∂z
(B.14)

= Aold
z − a(x, y), (B.15)

which is zero on the boundary as required. In addition χ does not depend on time so Φ

and hence ∇Φ are not changed.

This argument can be generalized to two horizontal boundary surfaces instead of one

(e.g. using a gauge transformation of the form χ = −za(x, y) + z2b(x, y)).

Other boundary conditions

Unfortunately it is difficult to generalize this argument to other types of boundary

condition. Take, for example, the tied field boundary condition, which states that the

horizontal components of E must be zero on the boundary surface. If we take ∇Φ = 0,

then it is readily seen from (B.4) that the Ax and Ay will be constant (in time) on the

boundary, but Az will vary with time. Therefore, we have boundary conditions on Ax

and Ay, but not Az.

As above, the boundary condition on Az will come from the gauge condition. How-

ever, we are constrained because we have already chosen to use a gauge in which ∇Φ = 0.
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We must derive a boundary condition on Az which is consistent with this gauge con-

dition. For the vertical field case, this proved straightforward since we could make a

gauge transformation to set Az = 0. However, that gauge transformation will not work

in this case because Az is time-dependent. It is difficult to see how to derive a boundary

condition for Az that is consistent with the condition ∇Φ = 0.

Another option would be to abandon the choice ∇Φ = 0. For example, if we used

the well-known Coulomb gauge, in which ∇ · A = 0, we would straight away have a

boundary condition for ∂Az/∂z in terms of derivatives of the (known) functions Ax and

Ay. However, in this gauge ∇Φ 6= 0 in general, and so we have to deal with the extra

complexity in the induction equation (B.6).

Note that in two dimensions, the problems disappear. In this case, we usually have

A = A(x, z)ey, and Φ ≡ 0, and it can be seen that the only necessary boundary

condition is that A is constant (in time) along the boundary.

B.2 Poloidal/toroidal decomposition

In view of these difficulties with boundary conditions, it seems preferable to use a dif-

ferent approach, in which the gauge-related ambiguities are removed. This can be done

by decomposing B into separate poloidal and toroidal potentials, as follows:

B = ∇∧ (BTez) + ∇ ∧ (∇∧ (BPez)). (B.16)

The components of B are now represented as

B =









∂BT /∂y + ∂2BP/∂x∂z

−∂BT /∂x + ∂2BP/∂y∂z

−∇2
HBP









(B.17)

where ∇2
H ≡ ∂2/∂x2 + ∂2/∂y2.

The induction equation for B is

∂B

∂t
= ∇∧ (u ∧ B) + η∇2B. (B.18)

We take the scalar product of this equation with ez to obtain an equation for BP :

∂BP

∂t
= η∇2BP −∇−2

H [ez · ∇ ∧ (u ∧ B)] (B.19)

(note that the ∇−2
H operator can easily be computed in Fourier space). Furthermore,

taking the curl of the induction equation and then forming the scalar product with ez
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produces the following equation for BT :

∂BT

∂t
= η∇2BT −∇−2

H [ez · ∇ ∧ ∇ ∧ (u ∧ B)]. (B.20)

Let

E = u ∧ B =









uyBz − uzBy

uzBx − uxBz

uxBy − uyBx









. (B.21)

Then

ez · ∇ ∧ E =
∂Ey
∂x

− ∂Ex
∂y

(B.22)

and

ez · ∇ ∧ ∇ ∧ E =
∂2Ex
∂x∂z

+
∂2Ey
∂y∂z

−∇2
HEz (B.23)

so

∂BT

∂t
= η∇2BT + Ez −∇−2

H

(

∂2Ex
∂x∂z

+
∂2Ey
∂y∂z

)

(B.24)

∂BP

∂t
= η∇2BP + ∇−2

H

(

∂Ex
∂y

− ∂Ey
∂x

)

. (B.25)

B.2.1 A note about periodicity

Simulations are usually run with periodic boundary conditions in x and y; however, if

we require BT and BP to be periodic, then we find that we cannot represent a uniform

magnetic field. The solution is to treat the mean part of the field separately:

B = ∇∧ (BTez) + ∇ ∧ (∇∧ (BPez)) + B̄ (B.26)

where BT and BP are periodic and B̄ is the mean field. We can assume without loss

of generality that the horizontal means of both BT and BP are zero. B̄z is constant

because vertical flux is conserved, while B̄x and B̄y will be functions of z and t.

This change does not explicitly affect the evolution equations for BT and BP . How-

ever, a new evolution equation for B̄ must be added. This can be found by averaging

the induction equation:
∂B̄

∂t
= ∇∧ (u ∧ B) + η∇2B̄ (B.27)

(where the bar represents an average over x and y).
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B.2.2 Boundary conditions

Vertical field

Imposing a vertical field boundary condition is straightforward, since we require only

Bx = By = 0, which gives

BT =
∂BP

∂z
= 0; B̄x = B̄y = 0 (B.28)

at the boundaries.

Potential field

For a potential field above the layer we require (in Fourier space)

Bx =
ik

|k|Bz (B.29)

By =
il

|k|Bz (B.30)

∂Bz

∂z
= |k|Bz. (B.31)

The last of these implies
∂BP

∂z
= |k|BP (B.32)

and then (B.29) and (B.30) together imply

BT = 0. (B.33)

The mean field on the boundaries is simply set to the value of the potential field at

infinity.

Tied field

For tied field lines we use the fact that

Ex = Ey = 0 (B.34)

on the boundary. Substituting for E from (B.5), we obtain

−Ex + η
∂2BT

∂x∂z
− η

∂∇2BP

∂y
= 0 (B.35)

−Ey + η
∂2BT

∂y∂z
+ η

∂∇2BP

∂x
= 0 (B.36)
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where E is as defined in (B.21). Differentiating (B.35) w.r.t. y and (B.36) w.r.t. x, and

subtracting the results, gives

−∂Ex
∂y

+
∂Ey
∂x

− η∇2∇2
HBP = 0 (B.37)

which, from the induction equation, is equivalent to

∂BP

∂t
= 0. (B.38)

(In other words this is a Dirichlet condition with BP specified on the boundary.) We

can derive a condition on BT by differentiating (B.35) w.r.t. x and (B.36) w.r.t. y and

adding the results:

−∂Ex
∂x

− ∂Ey
∂y

+ η
∂∇2

HBT

∂z
= 0 (B.39)

which can be rearranged to give a condition on ∂BT /∂z:

∂BT

∂z
=

1

η
∇−2
H

(

∂Ex
∂x

+
∂Ey
∂y

)

(B.40)

The boundary conditions for the mean field must be found separately. From substituting

Ēx = Ēy = 0 into (B.5) we find

∂B̄x

∂z
= −1

η
uxBz (B.41)

∂B̄y

∂z
= −1

η
uyBz (B.42)

(using uz = 0 on the boundary).
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Appendix C

Weakly nonlinear derivations

In this Appendix we will show how the various solution branches to our weakly non-

linear models, including the oscillatory hexagonal and the rhombic models, were found,

indicating how the existence and stability results were calculated.

C.1 The formula for Ac in the steady hexagonal model

Here we show how to derive equation (3.15) from chapter 3. This formula applied to

the steady hexagonal model with θ = 30◦, so that A1 > A2 = A3 = 1.

We derive this equation by using the results of Malomed et al. (1994), and in par-

ticular their Figure 3. Their γ corresponds to our µ2r = µ3r, and their γ3 corresponds

to our µ1r. When r = 0 we are essentially following the path

γ3 = A1φ
2

γ = φ2

which is the straight line

γ = (1/A1)γ3. (C.1)

Their curve FHK represents the pitchfork bifurcation at which R1 rolls become stable.

(This curve has the equation γ = βγ3 −
√
γ3.) If the line (C.1) crosses this curve to the

left of the point H on their diagram, then the pitchfork is supercritical; if it crosses to

the right of H, the pitchfork is subcritical. The point H corresponds to

γ3 = γ+
3 ≡ (2β +

√
2β + 2)2

4(1 + β − 2β2)2
(C.2)
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while the ‘crossing point’ corresponds to

1

A1
γ3 = βγ3 −

√
γ3 (C.3)

which has the non-trivial solution

γ3 =
1

(

1
A1

− β
)2 . (C.4)

A supercritical bifurcation will therefore occur if and only if

1
(

1
A1

− β
)2 <

(2β +
√

2β + 2)2

4(1 + β − 2β2)2
. (C.5)

Since β > 1 and 1/A1 < 1 by assumption, we have that 1/A1−β < 0, while 2β+
√

2β + 2

is certainly positive. It can also be shown that 1 +β− 2β2 is always negative for β > 1.

Therefore the inequality (C.5) is equivalent to

1

β − 1/A1
<

2β +
√

2β + 2

−2(1 + β − 2β2)
(C.6)

which can be rearranged to give

1

A1
< β +

2(1 + β − 2β2)

2β +
√

2β + 2
. (C.7)

If the right-hand side is positive, then this corresponds to a supercritical bifurcation for

A1 > Ac, and a subcritical bifurcation for A1 < Ac, where Ac is the reciprocal of the

right-hand side of (C.7). If Ac turns out to be negative, however, then the bifurcation

is always subcritical.

C.2 Solving the weakly nonlinear amplitude equa-

tions: Some predefined equation systems

We now turn to the derivations of the various solution branches to the amplitude equa-

tions from Chapter 3, and in particular the oscillatory models (on both the rhombic and

the hexagonal lattices).

There are a few systems of equations that will appear many times during the following

analysis. We will refer to these as ‘system 1’ through to ‘system 6’. It will save time

if we present the solutions (and stability criteria) for these common equation systems

now, rather than repeating the results later. The reader may prefer to skip ahead to

the next section, and refer back as needed to the equation systems defined here.

216



C.2.1 System 1

This is a linear system given by

ẋ = Ax+Beiωty (C.8)

ẏ = Be−iωtx+ Cy (C.9)

where A and B are complex and ω is real. We can solve it by substituting z = eiωty:





ẋ

ż



 =





A B

B C + iω









x

z



 (C.10)

If the eigenvalues of the above matrix both have negative real parts, then the solutions

are exponentially decaying; otherwise they are exponentially growing.

C.2.2 System 2

System 2 will be the normal form equations for the Hopf bifurcation problem with O(2)

symmetry, as follows:

ẋ = Ax+ C|x|2x+D|y|2x (C.11)

ẏ = By + C|y|2y +D|x|2y (C.12)

This is a standard problem. We are interested in the solution with x and y both

nonzero, for which we may decompose the system into amplitude and phase equations

by substituting x = Reiθ, y = Seiφ; this leads to the following solution for R, S, θ and

φ:

|x|2 =
BrDr −ArCr

C2
r −D2

r

(C.13)

|y|2 =
ArDr −BrCr

C2
r −D2

r

(C.14)

d/dt(arg x) = Ai + Ci|x|2 +Di|y|2 (C.15)

d/dt(arg y) = Bi + Ci|y|2 +Di|x|2. (C.16)

The condition for existence of these solutions is that |x|2 and |y|2 both be positive;

the condition for stability is that both Cr < 0 and |Cr| > |Dr|.
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C.2.3 System 3

This is a linear system defined as follows:

ẋ = Ax+Beiωtȳ (C.17)

ẏ = Cy +Beiωtx̄ (C.18)

To solve, substitute z = eiωtȳ:





ẋ

ż



 =





A B

B̄ C̄ + iω









x

z



 (C.19)

The equations have exponentially decaying solutions if and only if the eigenvalues of

this matrix both have negative real parts.

C.2.4 System 4

System 4 is the following:

ẋ = Ax+ α3e
i(−ω1+ω2)ty + α2e

i(−ω1+ω3)tz (C.20)

ẏ = By + α1e
i(−ω2+ω3)tz + α3e

i(ω1−ω2)tx (C.21)

ż = Cz + α2e
i(ω1−ω3)tx+ α1e

i(ω2−ω3)ty (C.22)

where A, B and C are complex and ω1, ω2 and ω3 are real.

To solve, substitute X = eiω1tx, Y = eiω2ty, Z = eiω3tz, to obtain









Ẋ

Ẏ

Ż









=









iω1 + A α3 α2

α3 iω2 +B α1

α2 α1 iω3 + C

















X

Y

Z









. (C.23)

The three eigenvalues of this matrix must have negative real parts for stability.

C.2.5 System 5

System 5 is the following nonlinear system:

ẋ = Ax+D|x|2x+ E(|y|2 + |z|2)x (C.24)

ẏ = By +D|y|2y + E(|x|2 + |z|2)y (C.25)

ż = Cz +D|z|2z + E(|x|2 + |y|2)z (C.26)
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As usual, we are interested in solutions with constant non-zero amplitudes |x|, |y|
and |z|, but time-varying phases. These will be as follows:

|x|2 =
Er(Br + Cr) − (Dr + Er)Ar

(Dr − Er)(Dr + 2Er)
(C.27)

|y|2 =
Er(Ar + Cr) − (Dr + Er)Br

(Dr − Er)(Dr + 2Er)
(C.28)

|z|2 =
Er(Ar +Br) − (Dr + Er)Cr

(Dr − Er)(Dr + 2Er)
(C.29)

with

d

dt
(arg x) = Ai +Di|x|2 + Ei(|y|2 + |z|2) (C.30)

d

dt
(arg y) = Bi +Di|y|2 + Ei(|x|2 + |z|2) (C.31)

d

dt
(arg z) = Ci +Di|z|2 + Ei(|x|2 + |y|2) (C.32)

For stability, note that the amplitude and phase equations decouple, so we only need

to consider stability for the amplitude equations. The Jacobian of the three amplitude

equations is as follows:








Ar + Er(|y|2 + |z|2) + 3Dr|x|2 2Er|x||y| 2Er|x||z|
2Er|x||y| Br + Er(|x|2 + |z|2) + 3Dr|y|2 2Er|y||z|
2Er|x||z| 2Er|y||z| Cr + Er(|x|2 + |y|2) + 3Dr|z|2









.

(C.33)

The solutions are stable if the three eigenvalues of this matrix have negative real parts.

C.2.6 System 6

This is a generalization of system 5, defined as follows:

ẋ = Ax+D|x|2x+ E|y|2x+ F |z|2x (C.34)

ẏ = By +D|y|2y + E|x|2y + F |z|2y (C.35)

ż = Cz +D|z|2z + F (|x|2 + |y|2)z (C.36)

To solve this, we can set Re(ẋ/x) = Re(ẏ/y) = Re(ż/z) = 0, which results in a

matrix equation which can be solved numerically to obtain the three amplitudes. The

solutions will be stable if the eigenvalues of the following matrix both have negative real

parts:








Ar + 3Dr|x|2 + Er|y|2 + Fr|z|2 2Er|x||y| 2Fr|x||z|
2Er|x||y| Br + Er|x|2 + 3Dr|y|2 + Fr|z|2 2Fr|y||z|
2Fr|x||z| 2Fr|y||z| Cr + 3Dr|z|2 + Fr(|x|2 + |y|2)









.

(C.37)
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C.3 Rhombic model

For the oscillatory model of section 3.5, the equations to be solved are:

ż1 = µz1 + (a|z1|2 + b|w2|2 + b|w1|2 + 2a|z2|2)z1 + bw2z2w̄1 (C.38)

ż2 = µz2 + (a|z2|2 + b|w1|2 + b|w2|2 + 2a|z1|2)z2 + bw1z1w̄2 (C.39)

ẇ1 = µ′w1 + (a|w1|2 + b|z2|2 + b|z1|2 + 2a|w2|2)w1 + bw2z2z̄1 (C.40)

ẇ2 = µ′w2 + (a|w2|2 + b|z1|2 + b|z2|2 + 2a|w1|2)w2 + bw1z1z̄2 (C.41)

We look for solutions in which the amplitudes are constant and the phases are periodic

functions of time. We do this by splitting into different cases depending on how many

of the amplitudes are non-zero.

C.3.1 One non-zero amplitude

If three of the four complex amplitudes are zero we get travelling rolls. We will take z1

to be non-zero, to obtain TRoR (TRoR with z2 non-zero are equivalent, and TRoL, with

either w1 or w2 non-zero, can be found analogously). The equation for z1 is

ż1 = µz1 + a|z1|2z1 (C.42)

This has the solution

|z1|2 = −µr/ar (C.43)

d

dt
(arg z1) = µi + ai|z1|2 (C.44)

The solutions are stable to perturbations in z1 if ar < 0.

The perturbations to the other variables decouple:

δż2 = (µ+ 2a|z1|2)δz2 (C.45)

δẇ1 = (µ′ + b|z1|2)δw1 (C.46)

δẇ2 = (µ′ + b|z1|2)δw2 (C.47)

For stability, these must all have exponentially decaying solutions, which is true iff

µ′
r/µr < br/ar.
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C.3.2 Two non-zero amplitudes

Standing rolls (SRo)

For example, z1 and z2 non-zero. The equations for these variables are

ż1 = µz1 + (a|z1|2 + b|w1|2)z1 (C.48)

ẇ1 = µ′w1 + (a|w1|2 + b|z1|2)w1 (C.49)

This corresponds to our ‘system 2’ (see page 217), with A = µ, B = µ′, C = a, D = b,

x = z1 and y = w1. The stability conditions are: ar < 0 and |ar| > |br|.
Perturbations to the other variables give

δż2 = (µ+ b|w1|2 + 2a|z1|2)δz2 + bw1z1δw̄2 (C.50)

δẇ2 = (µ′ + b|z1|2 + 2a|w1|2)δw2 + bz1w1δz̄2 (C.51)

This corresponds to system 3 (defined on page 218), with A = µ + b|w1|2 + 2a|z1|2,
B = b|w1||z1|, C = µ′ + b|z2

1 |+2a|w1|2, ω = d/dt(arg z1)+d/dt(argw1) = µi +µ′
i +(ai +

bi)(|z1|2 + |w1|2). We have stability when the eigenvalues of the following matrix both

have negative real parts:

M =





µ+ b|w1|2 + 2a|z1|2 b|w1||z1|
b̄|w1||z1| µ̄′ + b̄|z1|2 + 2ā|w1|2 + iω



 . (C.52)

We can simplify this: by eliminating µr and µ′
r in favour of |z1|2 and |w1|2, we obtain

M =





a|z1|2 + i(µi + bi|w1|2 + ai|z1|2) b|w1||z1|
b̄|w1||z1| ā|w1|2 + i(µi + ai|z1|2 + bi|w1|2)



 . (C.53)

We can now add −i(µi + bi|w1|2 + ai|z1|2) times the identity matrix to M ; this does not

affect the real parts of its eigenvalues. The resulting matrix is

M ′ =





a|z1|2 b|w1||z1|
b̄|w1||z1| ā|w1|2



 . (C.54)

The trace of this matrix is a(|z1|2 + |w1|2) which has negative real part (since ar < 0

is already a stability condition, see above). The determinant is (|a|2 − |b|2) |w1|2|z1|2,
which is negative and has the sign of |a|2 − |b|2. From this information we see that the

two eigenvalues of M ′ (and therefore also M) either both have negative real parts, if

|a|2 > |b|2, or both have positive real parts, if |a|2 < |b|2.
Overall, therefore, SRo are stable if ar < 0, |ar| > |br| and |a| > |b|.
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Leftward- and rightward-travelling rectangles (TReL and TReR)

We look at TReR with z1 and z2 non-zero. The equations for z1 and z2 are

ż1 = µz1 + (a|z1|2 + 2a|z2|2)z1 (C.55)

ż2 = µz2 + (a|z2|2 + 2a|z1|2)z2 (C.56)

This corresponds to system 2 (page 217), with C = a and D = 2a. Notice that the

stability condition for system 2 is not satisfied with these values for C and D. (The same

applies for TReR.) Therefore left- or right-travelling rectangles can never be stable.

Perpendicular travelling rectangles (TRe⊥)

For example, z1 and w2 non-zero. The equations are

ż1 = µz1 + (a|z1|2 + b|w2|2)z1 (C.57)

ẇ2 = µ′w2 + (a|w2|2 + b|z1|2)w2. (C.58)

This corresponds to system 2 (page 217) with A = µ, B = µ′, C = a, D = b, x = z1

and y = w2. The stability condition is ar < 0 and |ar| > |br|.
The perturbations to z2 and w1 satisfy

δż2 = (µ+ b|w2|2 + 2a|z1|2)δz2 + bz1w̄2δw1 (C.59)

δẇ1 = (µ′ + b|z1|2 + 2a|w2|2)δw1 + bw2z̄1δz2. (C.60)

This corresponds to system 1 (page 217), with A = µ+ b|w2|2 + 2a|z1|2, B = b|z1||w2|,
C = µ′ + b|z1|2 +2a|w2|2, ω = µi−µ′

i +(ai− bi)(|z1|2−|w2|2). We use similar methods as

in section C.3.2: we take the stability matrix from system 1, eliminate µ and µ′, and add

an imaginary multiple of the identity matrix, eventually obtaining the following matrix:

M =





a|z1|2 b|z1||w2|
b|z1||w2| a|w2|2



 . (C.61)

We now show that if ar < 0 and |ar| > |br|, then both eigenvalues of M always have

negative real parts. We first of all note that without loss of generality, we can rescale

such that ar = −1 and |z1| = 1. The eigenvalues λ of M are now given by

(a− λ)(aY − λ) − b2Y = 0 (C.62)
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where Y is a shorthand for |w2|2. We proceed by looking for bifurcation points where

λr = 0, i.e. where λ = iω (ω real). Equation (C.62) becomes

(−1 + i(ai − ω))(−Y + i(aiY − ω)) − (b2r − b2i )Y − 2ibrbiY = 0, (C.63)

which may be split into real and imaginary parts, yielding the following two equations:

Y − (ai − ω)(aiY − ω) − (b2r − b2i )Y = 0 (C.64)

−2aiY + ωY + ω − 2brbiY = 0. (C.65)

Equation (C.65) gives an expression for ω, which can then be substituted into (C.64) to

obtain (after some simplification):

(1 − b2r + a2
i + b2i ) + 2brbiai

(

1 − 4
Y

(1 + Y )2

)

− 4(b2rb
2
i + a2

i )
Y

(1 + Y )2
= 0. (C.66)

The left hand side is minimized with respect to Y (under the constraint Y > 0) when

Y = 1, when it takes the value (1−b2r )(1+b2i ). Thus, if |br| < 1, then equation (C.66) can

never be satisfied; therefore there are no bifurcation points in the region |br| < 1. Since

the eigenvalues of M can readily be shown to both be negative at some point within

this region (for example if a and b are both real), then it follows, by continuity, that

they must both be negative throughout the whole region. (If this were not true then

there would have to be a bifurcation point somewhere at which one of the eigenvalues

could change sign.)

Therefore, we conclude that TRe⊥ are stable iff ar < 0 and |ar| > |br|.

C.3.3 Three nonzero amplitudes

This is not possible – for example, if only w2 is zero, then an inspection of the ẇ2

equation shows that Re ẇ2 will not be zero (in general), so this will not be a solution

(of the type we are looking for here).

C.3.4 Four nonzero amplitudes

If all four amplitudes are nonzero we can write the equations in terms of amplitudes

and phases, by setting zj = Rj exp(iθj), wj = Sj exp(iφj). This yields the following set
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of equations:

Ṙ1 = µrR1 + (arR
2
1 + brS

2
2 + brS

2
1 + 2arR

2
2)R1 + |b| cos(ψ0 − ψ)S2S1R2 (C.67)

Ṙ2 = µ′
rS2 + (arS

2
2 + brR

2
1 + brR

2
2 + 2arS

2
1)S2 + |b| cos(ψ0 + ψ)R1S1R2 (C.68)

Ṙ3 = µ′
rS1 + (arS

2
1 + brR

2
2 + brR

2
1 + 2arS

2
2)S1 + |b| cos(ψ0 − ψ)R1S2R2 (C.69)

Ṙ4 = µrR2 + (arR
2
2 + brS

2
1 + brS

2
2 + 2arR

2
1)R2 + |b| cos(ψ0 + ψ)R1S2S1 (C.70)

ψ̇ = ai(−R2
1 + S2

2 − S2
1 +R2

2) +

(

S2S1R2

R1

+
R1S2R2

S1

)

|b| sin(ψ0 − ψ)

−
(

R1S1R2

S2
+
R1S2S1

R2

)

|b| sin(ψ0 + ψ) (C.71)

where ψ = θ1 − θ2 + φ1 − φ2.

The equations are now in a form suitable for investigation with auto.

C.4 Oscillatory hexagonal model

For the oscillatory hexagonal model, we wish to solve the following equations:

ż1 = [µ1 + a|z1|2 + b|w1|2 + c(|z2|2 + |z3|2) + d(|w2|2 + |w3|2)]z1 + f(z2w2 + z3w3)w̄1

(C.72)

ż2 = [µ2 + a|z2|2 + b|w2|2 + c(|z3|2 + |z1|2) + d(|w3|2 + |w1|2)]z2 + f(z3w3 + z1w1)w̄2

(C.73)

ż3 = [µ3 + a|z3|2 + b|w3|2 + c(|z1|2 + |z2|2) + d(|w1|2 + |w2|2)]z3 + f(z1w1 + z2w2)w̄3

(C.74)

ẇ1 = [µ′
1 + a|w1|2 + b|z1|2 + c(|w2|2 + |w3|2) + d(|z2|2 + |z3|2)]w1 + f(z2w2 + z3w3)z̄1

(C.75)

ẇ2 = [µ′
2 + a|w2|2 + b|z2|2 + c(|w3|2 + |w1|2) + d(|z3|2 + |z1|2)]w2 + f(z3w3 + z1w1)z̄2

(C.76)

ẇ3 = [µ′
3 + a|w3|2 + b|z3|2 + c(|w1|2 + |w2|2) + d(|z1|2 + |z2|2)]w3 + f(z1w1 + z2w2)z̄3

(C.77)

For simplicity we assume that the real parts of the coefficients a–d and f are all

negative. (This ensures that all solutions bifurcate supercritically at onset.)

To solve these, we consider cases in which a number of the zj and wj are set equal to

zero. We start with the case where only one of these amplitudes is non-zero (which gives

travelling rolls), and move up to the situation where all six of them are non-zero. As
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before, our approach will be to look for solutions in which the amplitudes are constant,

although the phases may vary with time.

In the following sections we will calculate the solutions and their stability by making

use of the various equation systems already examined in section C.2. The findings will

be presented in a number of tables, each of which will show the equation systems to be

solved together with the relevant parameters and information on how the results are to

be interpreted. (We have also written a fortran program to automate these existence

and stability calculations.)

C.4.1 One non-zero amplitude

This corresponds to travelling rolls. We investigate ‘z1 rolls’ as an example; the others

can be obtained by cyclic permutations.

The amplitude z1 satisfies

ż1 = µ1z1 + a|z1|2z1. (C.78)

This has the following solution in which |z1| is constant:

|z1|2 = −µ1r/ar (C.79)

d

dt
(arg z1) = µ1i + ai|z1|2. (C.80)

To investigate stability, we now introduce perturbations z1 → z1 + δz1, z2 → δz2,

etc., and discard terms which are quadratic or higher in the perturbations. After doing

this, the equation for ż1 decouples from the other five equations.

The solutions of the ż1 equation will be stable if they bifurcate for positive µ1r (i.e.

ar < 0), and unstable otherwise.

The other five equations, when linearized, yield the following:

δż2 = (µ2 + c|z1|2)δz2 (C.81)

δż3 = (µ3 + c|z1|2)δz3 (C.82)

δẇ1 = (µ′
1 + b|z1|2)δw1 (C.83)

δẇ2 = (µ′
2 + d|z1|2)δw2 (C.84)

δẇ3 = (µ′
3 + d|z1|2)δw3 (C.85)

For stability we require the solutions of these equations to decay, which is the case when

all of the following conditions are met:

µ2r

µ1r
<
cr
ar
,

µ3r

µ1r
<
cr
ar
,

µ′
1r

µ1r
<
br
ar
,

µ′
2r

µ1r
<
dr

ar
,

µ′
3r

µ1r
<
dr

ar
(C.86)
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(In deriving these, we have assumed that µ1r > 0; but this is a requirement for stability

anyway.)

C.4.2 Two non-zero amplitudes

Standing rolls (SRo)

When two amplitudes are non-zero there are three different cases, depending on which

of the amplitudes are taken to be non-zero. If two ‘opposite’ amplitudes, e.g. z1 and w1,

are non-zero, then we have standing rolls (SRo).

After setting z2 = z3 = w2 = w3 = 0, we obtain:

ż1 = µ1z1 + a|z1|2z1 + b|w1|2z1 (C.87)

ẇ1 = µ′
1w1 + a|w1|2w1 + b|z1|2w1 (C.88)

(These are unchanged even when linearized perturbations to z2, z3, w2 and w3 are

allowed.) This corresponds to system 2 (page 217).

The linearized equations for perturbations to the other four variables decouple into

two groups:

δż2 = (µ2 + c|z1|2 + d|w1|2)δz2 + fz1w1δw̄2 (C.89)

δẇ2 = (µ′
2 + c|w1|2 + d|z1|2)δw2 + fz1w1δz̄2 (C.90)

and

δż3 = (µ3 + c|z1|2 + d|w1|2)δz3 + fz1w1δw̄3 (C.91)

δẇ3 = (µ′
3 + c|w1|2 + d|z1|2)δw3 + fz1w1δz̄3. (C.92)

These correspond to system 3 (page 218). See Table C.1.

Travelling rectangles, type 1 (TRe1)

These have z1 and z2 non-zero. As before, the equations decouple into three groups.

We may first solve for z1 and z2, determining stability with respect to perturbations δz1

and δz2; we can then consider perturbations to the other variables separately.

The equations for z1 and z2 are

ż1 = µ1z1 + a|z1|2z1 + c|z2|2z1 (C.93)

ż2 = µ2z2 + a|z2|2z2 + c|z1|2z2 (C.94)
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Equation

system

Parameters Results

2 A = µ1, B = µ′
1, C = a, D = b The solutions for z1 (from

x) and w1 (from y), plus two

stability eigenvalues

3 A = µ2 + c|z1|2 + d|w1|2,
B = f |z1||w1|,
C = µ′

2 + c|w1|2 + d|z1|2,
ω = d/dt(arg z1 + argw1)

Two stability eigenvalues

3 A = µ3 + c|z1|2 + d|w1|2,
B = f |z1||w1|,
C = µ′

3 + c|w1|2 + d|z1|2,
ω = d/dt(arg z1 + argw1)

Two stability eigenvalues

Table C.1: Existence and stability calculation for SRo. The first column

refers to equation systems from section C.2, which are to be solved given

the parameter values in the second column. The third column shows what

to do with the results. For example, in this case, system 2 is to be solved

to determine whether the solution exists, and if so, the values of x and y

(from equations C.13–C.16) will give the appropriate solutions for z1 and z2

respectively. Also, two stability eigenvalues may be obtained from system 2,

and four from system 3, as indicated; the solution is stable if the real parts

of all of these eigenvalues are negative.
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Equation

system

Parameters Results

2 A = µ1, B = µ2, C = a, D = c The solutions for z1 (from

x) and z2 (from y), plus two

stability eigenvalues

1 A = µ′
1 + b|z1|2 + d|z2|2, B = f |z1||z2|,

C = µ′
2 + b|z2|2 + d|z1|2,

ω = d/dt(arg z2 − arg z1)

Two stability eigenvalues

The other two stability eigenvalues are: µ3 + c(|z1|2 + |z2|2) and µ′
3 + d(|z1|2 + |z2|2).

Table C.2: Existence and stability calculation for TRe1.

This is equivalent to system 2 (page 217).

The perturbations δż3 and δẇ3 evolve according to

δż3 = [µ3 + c(|z1|2 + |z2|2)]δz3 (C.95)

δẇ3 = [µ′
3 + d(|z1|2 + |z2|2)]δw3. (C.96)

These can both be solved trivially, providing two more stability eigenvalues.

The final two equations needed are

δẇ1 = (µ′
1 + b|z1|2 + d|z2|2)δw1 + f z̄1z2δw2 (C.97)

δẇ2 = (µ′
2 + b|z2|2 + d|z1|2)δw2 + fz1z̄2δw1 (C.98)

This corresponds to system 1 (page 217). See Table C.2.

Travelling rectangles, type 2 (TRe2)

These arise when z1 and w3 are nonzero. The equations for z1 and w3 themselves

decouple, and are

ż1 = µ1z1 + a|z1|2z1 + d|w3|2z1 (C.99)

ẇ3 = µ′
3w3 + a|w3|2w3 + d|z1|2w3. (C.100)

This corresponds to system 2 (page 217).

The equations for small perturbations δz2 and δw2 are

δż2 = (µ2 + c|z1|2 + d|w3|2)δz2 (C.101)

δẇ2 = (µ′
2 + c|w3|2 + d|z1|2)δw2 (C.102)
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Equation

system

Parameters Results

2 A = µ1, B = µ′
3, C = a, D = d The solutions for z1 (from

x) and w3 (from y), plus two

stability eigenvalues

1 A = µ3 + b|w3|2 + c|z1|2,
B = f |z1||w3|,
C = µ′

1 + b|z1|2 + c|w3|2,
ω = d/dt(arg z1 − argw3)

Two stability eigenvalues

The other two stability eigenvalues are: µ2 + c|z1|2 + d|w3|2 and µ′
2 + c|w3|2 + d|z1|2.

Table C.3: Existence and stability calculation for TRe2.

These can be solved trivially, giving two further stability eigenvalues.

The equations for δz3 and δw1 are

δż3 = (µ3 + b|w3|2 + c|z1|2)δz3 + fz1w̄3δw1 (C.103)

δẇ1 = (µ′
1 + b|z1|2 + c|w3|2)δw1 + f z̄1w3δz3 (C.104)

This corresponds to system 1 (page 217). See Table C.3.

C.4.3 Three non-zero amplitudes

Oscillating triangles (OT)

These are found when z1–z3 are nonzero. (Of course, there is a similar solution with

w1–w3 nonzero, which can be found by exchanging zj and wj, and µj and µ′
j.)

The equations for z1–z3 decouple from the linearized equations for δw1–δw3. The

former set of equations is as follows:

ż1 = µ1z1 + a|z1|2z1 + c(|z2|2 + |z3|2)z1 (C.105)

ż2 = µ2z2 + a|z2|2z2 + c(|z3|2 + |z1|2)z2 (C.106)

ż3 = µ3z3 + a|z3|2z3 + c(|z1|2 + |z2|2)z3. (C.107)

This corresponds to system 5 (page 218).
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Equation

system

Parameters Results

5 A = µ1, B = µ2, C = µ3, D = a,

E = c

The solutions for z1 (from

x), z2 (from y) and z3

(from z), plus three stabil-

ity eigenvalues

4 A = µ′
1 + b|z1|2 + d(|z2|2 + |z3|2),

B = µ′
2 + b|z2|2 + d(|z3|2 + |z1|2),

C = µ′
3 + b|z3|2 + d(|z1|2 + |z2|2),

α1 = f |z2||z3|, α2 = f |z1||z3|,
α3 = f |z1||z2|, ω1 = d/dt(arg z1),

ω2 = d/dt(arg z2), ω3 = d/dt(arg z3)

Three stability eigenvalues

Table C.4: Existence and stability calculation for OT.

The equations for the δw’s are:

δẇ1 = (µ′
1 + b|z1|2 + d(|z2|2 + |z3|2))δw1 + f z̄1z2δw2 + f z̄1z3δw3 (C.108)

δẇ2 = (µ′
2 + b|z2|2 + d(|z3|2 + |z1|2))δw2 + fz1z̄2δw1 + f z̄2z3δw3 (C.109)

δẇ3 = (µ′
3 + b|z3|2 + d(|z1|2 + |z2|2))δw3 + fz1z̄3δw1 + fz2z̄3δw2. (C.110)

This corresponds to system 4 (page 218). See Table C.4.

New solution branch

As mentioned in Chapter 3, there is an additional solution to these equations (not found

by Roberts et al. 1986), which is found by choosing z1, z2 and w3 to be non-zero. The

equations for these three quantities are then

ż1 = µ1z1 + a|z1|2z1 + c|z2|2z1 + d|w3|2z1 (C.111)

ż2 = µ2z2 + a|z2|2z2 + c|z1|2z2 + d|w3|2z2 (C.112)

ẇ3 = µ′
3w3 + a|w3|2w3 + d(|z1|2 + |z2|2)w3 (C.113)

This corresponds to our system 6 (page 219).
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Equation

system

Parameters Results

6 A = µ1, B = µ2, C = µ′
3, D = a,

E = c, F = d

The solutions for z1 (from

x), z2 (from y) and w3

(from z), plus three stabil-

ity eigenvalues

4 A = µ′
1 + b|z1|2 + c|w3|2 + d|z2|2,

B = µ′
2 + b|z2|2 + c|w3|2 + d|z1|2,

C = µ3 + b|w3|2 + c(|z1|2 + |z2|2),
α1 = f |z2||w3|, α2 = f |z1||w3|,
α3 = f |z1||z2|, ω1 = d/dt(arg z1),

ω2 = d/dt(arg z2), ω3 = d/dt(argw3)

Three stability eigenvalues

Table C.5: Existence and stability calculation for the new solution branch

(section C.4.3).

The linearized equations for perturbations to the other three variables are

δż3 = (µ3 + b|w3|2 + c(|z1|2 + |z2|2))δz3 + fz1w̄3δw1 + fz2w̄3δw2 (C.114)

δẇ1 = (µ′
1 + b|z1|2 + c|w3|2 + d|z2|2)δw1 + f z̄1z2δw2 + f z̄1w3δz3 (C.115)

δẇ2 = (µ′
2 + b|z2|2 + c|w3|2 + d|z1|2)δw2 + f z̄2w3δz3 + f z̄2z1δw1 (C.116)

This corresponds to our system 4 (page 218). See Table C.5.

C.4.4 Four non-zero amplitudes

Only certain combinations are possible here. For example, if w2 = w3 = 0, but the other

four amplitudes are nonzero, then an inspection of the equations reveals that ẇ2 and

ẇ3 would be nonzero in general, so these two amplitudes would immediately become

nonzero, which is a contradiction. More generally, we cannot have three z’s and one w,

or three w’s and one z, nonzero; we must have two of each being nonzero.

Without loss of generality, therefore, we can assume that z1z2 6= 0 and z3 = 0. For

ż3 to be zero we would require w3 = 0 (the other possibility is w1 = w2 = 0, but by

assumption we must have four nonzero amplitudes, not three). We conclude that z1, z2,

w1 and w2 are nonzero in this case. (All other cases with four nonzero amplitudes can

now be generated by cyclic permutations.)
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The equations for the four nonzero amplitudes in this case are

ż1 = µ1z1 + a|z1|2z1 + b|w1|2z1 + c|z2|2z1 + d|w2|2z1 + fz2w2w̄1 (C.117)

ż2 = µ2z2 + a|z2|2z2 + b|w2|2z2 + c|z1|2z2 + d|w1|2z2 + fz1w1w̄2 (C.118)

ẇ1 = µ′
1w1 + a|w1|2w1 + b|z1|2w1 + c|w2|2w1 + d|z2|2w1 + fz2w2z̄1 (C.119)

ẇ2 = µ′
2w2 + a|w2|2w2 + b|z2|2w2 + c|w1|2w2 + d|z1|2w2 + fz1w1z̄2 (C.120)

These can be re-written as amplitude and phase equations:

Ṙ1 = (µ1r + arR
2
1 + brS

2
1 + crR

2
2 + drS

2
2)R1 + |f | cos(arg f − ψ)R2S2S1(C.121)

Ṙ2 = (µ2r + arR
2
2 + brS

2
2 + crR

2
1 + drS

2
1)R2 + |f | cos(arg f + ψ)R1S1S2(C.122)

Ṡ1 = (µ′
1r + arS

2
1 + brR

2
1 + crS

2
2 + drR

2
2)S1 + |f | cos(arg f − ψ)S2R2R1(C.123)

Ṡ2 = (µ′
2r + arS

2
2 + brR

2
2 + crS

2
1 + drR

2
1)S2 + |f | cos(arg f + ψ)S1R1R2(C.124)

ψ̇ = µ1i − µ2i + µ′
1i − µ′

2i

+ (ai + bi − ci − di)(R
2
1 + S2

1 − R2
2 − S2

2)

+ |f | sin(arg f − ψ)

(

R2S1S2

R1
+
R1R2S2

S1

)

− |f | sin(arg f + ψ)

(

R1S1S2

R2

+
R1R2S1

S2

)

. (C.125)

Here Rj = |zj | and Sj = |wj| (j = 1, 2), and ψ = arg z1 − arg z2 + argw1 − argw2. The

value of ψ determines which of two possible solution types occurs: ψ = 0 corresponds to

standing rectangles (SRe), and ψ = π corresponds to wavy rolls of the first kind (WR1).

The other two equations needed are

δż3 = [µ3 + c(|z1|2 + |z2|2) + d(|w1|2 + |w2|2)]δz3 + f(z1w1 + z2w2)δw̄3(C.126)

δẇ3 = [µ′
3 + c(|w1|2 + |w2|2) + d(|z1|2 + |z2|2)]δw3 + f(z1w1 + z2w2)δz̄3.(C.127)

These equations can all be placed into auto to determine existence/stability for

particular cases.

C.4.5 Five non-zero amplitudes

This is impossible. For example, if z1 = 0 but all the other amplitudes are nonzero, it

is clear from the equations that ż1 will be nonzero, which contradicts the assumption

that z1 will be zero for all time.
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C.4.6 Six non-zero amplitudes

In this case we have the full complexity of equations (C.72)–(C.77) to deal with. We can

break the system down into amplitude and phase equations by writing zj = Rj exp(iθj),

wj = Sj exp(iφj). The amplitude equations give the following:

Ṙ1 = µ1rR1 + (arR
2
1 + brS

2
1 + cr(R

2
2 +R2

3) + dr(S
2
2 + S2

3))R1

+ |f | cos(arg f + ψ3)R2S2S1 + |f | cos(arg f − ψ2)R3S3S1 (C.128)

Ṡ1 = µ′
1rS1 + (arS

2
1 + brR

2
1 + cr(S

2
2 + S2

3) + dr(R
2
2 +R2

3))S1

+ |f | cos(arg f + ψ3)S2R2R1 + |f | cos(arg f − ψ2)S3R3R1 (C.129)

with the equations for Ṙ2 and Ṙ3 being obtained by cyclic permutation. Here ψ1 =

arg z3 + argw3 − arg z2 − argw2; ψ2 and ψ3 are defined by cyclic permutations of this.

The three ψj add up to zero so only two of them need to be kept track of at any one

time. The evolution equation for ψ1 is

ψ̇1 = µ3i + µ′
3i − µ2i − µ′

2i

+ ai(R
2
3 + S2

3 − R2
2 − S2

2) + bi(S
2
3 +R2

3 − S2
2 −R2

2)

+ ci(R
2
2 + S2

2 − R2
3 − S2

3) + di(S
2
2 +R2

2 − S2
3 −R2

3)

+ |f |
(

R1S1S3

R3
+
S1R1R3

S3

)

sin(arg f + ψ2) + |f |
(

R2S2S3

R3
+
S2R2R3

S3

)

sin(arg f − ψ1)

− |f |
(

R3S3S2

R2
+
S3R3R2

S2

)

sin(arg f + ψ1) − |f |
(

R1S1S2

R2
+
S1R1R2

S2

)

sin(arg f − ψ3)

(C.130)

and again, the equations for ψ̇2 and ψ̇3 can be obtained by cyclic permutation. Depend-

ing on the values of these phase variables, we can produce either standing hexagons,

standing regular triangles, twisted rectangles, or wavy rolls of the second kind.

The equations in this form can be analysed using the program auto.
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A. Vögler, S. Shelyag, M. Schüssler, F. Cattaneo, T. Emonet, and T. Linde. Simulations

of magneto-convection in the solar photosphere: Equations, methods and results of

the MURaM code. Astronomy and Astrophysics, 429:335–351, 2005.

238



D. Walgraef and C. Schiller. Anisotropy effects on pattern selection near dynamical

instabilities. Physica D, 27:423–432, 1987.

N. O. Weiss, D. P. Brownjohn, N. E. Hurlburt, and M. R. E. Proctor. Oscillatory

convection in sunspot umbrae. Monthly Notices of the Royal Astronomical Society,

245:434–452, 1990.

N. O. Weiss, D. P. Brownjohn, P. C. Matthews, and M. R. E. Proctor. Photospheric

convection in strong magnetic fields. Monthly Notices of the Royal Astronomical

Society, 283:1153–1164, 1996.

N. O. Weiss, M. R. E. Proctor, and D. P. Brownjohn. Magnetic flux separation in

photospheric convection. Monthly Notices of the Royal Astronomical Society, 337:

293–304, 2002.

N. O. Weiss, J. H. Thomas, N. H. Brummell, and S. M. Tobias. The origin of penumbral

structure in sunspots: downward pumping of magnetic flux. Astrophysical Journal,

600:1073–1090, 2004.

A. R. Winebarger, E. E. DeLuca, and L. Golub. Apparent flows above an active region

observed with the Transition Region and Coronal Explorer. Astrophysical Journal,

553:L81–L84, 2001.

C. Zwaan. The evolution of sunspots. In J. H. Thomas and N. O. Weiss, editors,

Sunspots: Theory and Observations, volume 375 of NATO ASI Series C: Mathematical

and Physical Sciences, pages 75–100, Dordrecht, 1992. Kluwer Academic Publishers.

239


